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Preface

Web personalization can be defined as any set of actions that can tailor the Web
experience to a particular user or set of users. The experience can be something
as casual as browsing a Web site or as (economically) significant as trading stock
or purchasing a car. The actions can range from simply making the presentation
more pleasing to anticipating the needs of a user and providing customized and
relevant information. To achieve effective personalization, organizations must
rely on all available data, including the usage and click-stream data (reflect-
ing user behavior), the site content, the site structure, domain knowledge, user
demographics and profiles. In addition, efficient and intelligent techniques are
needed to mine these data for actionable knowledge, and to effectively use the
discovered knowledge to enhance the users’ Web experience. These techniques
must address important challenges emanating from the size and the heterogene-
ity of the data, and the dynamic nature of user interactions with the Web.

E-commerce and Web information systems are rich sources of difficult prob-
lems and challenges for Al researchers. These challenges include the scalability
of the personalization solutions, data integration, and successful integration of
techniques from machine learning, information retrieval and filtering, databases,
agent architectures, knowledge representation, data mining, text mining, statis-
tics, user modelling and human—computer interaction. Throughout the history
of the Web, AI has continued to play an essential role in the development of
Web-based information systems, and now it is believed that personalization will
prove to be the “killer-app” for Al

The collection of papers in this volume include extended versions of some of
the papers presented at the ITWP 2003 workshop as well as a number of invited
chapters by leading researchers in the field of intelligent techniques for web
personalization. The first chapter in the book provides a broad overview of the
topic and a comprehensive bibliography of research into Web personalization that
has been carried out in the past decade. The rest of the chapters are arranged in
five parts each addressing a different aspect of the topic. Part I consists of three
chapters focussed on user modelling. In the first of these chapters, Craig Miller
describes the current state of our understanding of how users navigate the Web
and the challenges in modelling this behavior. Further, the necessary capabilities
of a working cognitive model of Web navigation by a user, an implementation
of such a model and its evaluation are described. Next, Naren Ramakrishnan
describes his view of personalization based on capturing the interactional aspects
underlying a user’s interaction with the Web in an attempt to model what it
means for a website to be personable. The final chapter in this part of the book,
by Bettina Berendt and Max Teltzrow, rather than modelling the user per se,
discusses results from a user study aimed at understanding the privacy concerns
of users and the effect of these concerns on current personalization strategies.
They argue for improved communication of privacy practice and benefits to the
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users resulting from data disclosure and a better understanding of the effect of
various types of data on the performance of the resulting personalization.

The second part of the book consists of three chapters on recommender sys-
tems. In the first of these chapters Fabiana Lorenzi and Francesco Ricci provide
a survey of case-based approaches to recommendation generation and propose a
unifying framework to model case-based recommender systems. In the following
chapter Lorraine McGinty and Barry Smyth describe a novel approach to item
selection, known as adaptive selection, that balances similarity and diversity
during a user interaction with a reactive recommender system. They show how
adaptive selection can dramatically improve recommendation efficiency when
compared with standard forms of critiquing. Finally, Robin Burke surveys the
landscape of possible hybrid systems for personalization, describing several ways
in which base recommenders can be combined to form hybrid systems.

The third part of the book consists of three chapters on enabling technolo-
gies. The first of these, by Chuck Lam, introduces the use of associative neural
networks for user-based as well as item-based collaborative filtering. It also dis-
cusses the use of principal component analysis for dimensionality reduction. In
the next chapter Tiffany Tang et al. propose the use of heuristics to limit the
size of the candidate item set, hence improving the performance of traditional
user-based collaborative filtering. Finally, Birgit Hay et al. propose a new al-
gorithm for mining interesting Web navigational patterns that can be used for
personalizing future interactions.

The fourth part of the book consists of three chapters on personalized infor-
mation access. The first of these chapters, by Kevin Keenoy and Mark Levene,
surveys the current state of the art in personalized Web search. Apostolos Kri-
tikopoulos and Martha Sideri follow this with a chapter describing an approach
to personalizing search engine results using Web communities. Finally Tingshao
Shu et al. present an approach to predicting a user’s current information needs
using the content of pages visited and actions performed.

The final part of the book consists of four chapters on systems and appli-
cations. The first chapter in this part, by Barry Smyth et al., describes the
application of personalized navigation to mobile portals to improve usability.
Next, Magdalini Eirinaki et al. present their system for personalization based
on content structures and user behavior. Arif Tumer et al. then present a pri-
vacy framework for user agents to negotiate the level of disclosure of personal
information on behalf of the user with Web services. Finally, Samir Aknine et
al. present a multi-agent system for protecting Web surfers from racist content.

August 2005 Bamshad Mobasher
Sarabjot Singh Anand
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Abstract. In this chapter we provide a comprehensive overview of the topic of
Intelligent Techniques for Web Personalization. Web Personalization is viewed
as an application of data mining and machine learning techniques to build mod-
els of user behaviour that can be applied to the task of predicting user needs
and adapting future interactions with the ultimate goal of improved user satisfac-
tion. This chapter survey’s the state-of-the-art in Web personalization. We start
by providing a description of the personalization process and a classification of
the current approaches to Web personalization. We discuss the various sources
of data available to personalization systems, the modelling approaches employed
and the current approaches to evaluating these systems. A number of challenges
faced by researchers developing these systems are described as are solutions to
these challenges proposed in literature. The chapter concludes with a discussion
on the open challenges that must be addressed by the research community if this
technology is to make a positive impact on user satisfaction with the Web.

1 Introduction

The term information overload is almost synonymous with the Internet, referring to
the sheer volume of information that exists in electronic format on the Internet and the
inability of humans to consume it. The freedom to express oneself through publishing
content to the Web has a number of advantages, however, the task of the consumer of
this content is made more difficult not only due to the need to assess the relevance of
the information to the task at hand but also due to the need to assess the reliability and
trustworthiness of the information available.

Information retrieval technologies have matured in the last decade and search en-
gines do a good job of indexing content available on the Internet and making it avail-
able to users, if the user knows exactly what he is looking for but often, search engines
themselves can return more information than the user could possibly process. Also,
most widely used search engines use only the content of Web documents and their link
structures to assess the relevance of the document to the user’s query. Hence, no matter
who the user of the search engine is, if the same query is provided as input to the search
engine, the results returned will be exactly the same.

The need to provide users with information tailored to their needs led to the de-
velopment of various information filtering techniques that built profiles of users and

B. Mobasher and S.S. Anand (Eds.): ITWP 2003, LNAI 3169, pp. 1-36, 2005.
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2 S.S. Anand and B. Mobasher

attempted to filter large data streams, presenting the user with only those items that it
believes to be of interest to the user.

The goal of personalization is to provide users with what they want or need without
requiring them to ask for it explicitly [1]. This does not in any way imply a fully-
automated process, instead it encompasses scenarios where the user is not able to fully
express exactly what the are looking for but in interacting with an intelligent system
can lead them to items of interest.

Intelligent Techniques for Web Personalization is about leveraging all available in-
formation about users of the Web to deliver a personal experience. The “intelligence”
of these techniques is at various levels ranging from the generation of useful, actionable
knowledge through to the inferences made using this knowledge and available domain
knowledge at the time of generating the personalized experience for the user. As such,
this process of personalization can be viewed as an application of data mining and hence
requiring support for all the phases of a typical data mining cycle [2] including data
collection, pre-processing, pattern discovery and evaluation, in an off-line mode, and
finally the deployment of the knowledge in real-time to mediate between the user and
the Web.

In this chapter we provide an overview of the topic of Intelligent Techniques for
Web Personalization. In Section 2 we describe the process of personalization in terms
of an application of a data mining to the Web. Section 3 provides a classification of
approaches to Web personalization while in Section 4 we describe the data available
for mining in the Web domain, specifically for the generation of user models. Section
5 describes the various techniques used in generating a personalized Web experience
for users highlighting the advantages and disadvantages associated with each approach.
Issues associated with current approaches to Web personalization are discussed in Sec-
tion 6. The important issue of evaluating Web personalization is discussed in Section
7. Finally the chapter concludes in Section 8 with a discussion on the current state and
future direction of research in Web personalization.

2 The Personalization Process

Personalization aims to provide users with what they need without requiring them to
ask for it explicitly. This means that a personalization system must somehow infer what
the user requires based on either previous or current interactions with the user. This in
itself assumes that the system somehow obtains information on the user and infers what
his needs are based on this information.

In the context of this book, we focus on personalization of the Web or more gen-
erally, any repository of objects (items) browseable either through navigation of links
between the objects or through search. Hence, the domain we address includes Intranets
and the Internet as well as product/service catalogues. More formally, we assume that
we are given a universe of n items, I = {i; : 1 < j < n}, and a set of m users,
U = {uy : 1 < k < m}, that have shown an interest, in the past, in a subset of the uni-
verse of items. Additionally, each user, u, may be described as a t-dimensional vector
(a},dk, ....,a¥) and each item, i}, by an s-dimensional vector (b}, b3, ...., b7). Further
domain knowledge about the items, for example, in the form of an ontology, may also
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be available. We will assume the existence of a function r,, : I — [0,1]U L where
i; = signifies that the item i; has not been rated by the user, uy, ' that assigns a rat-
ing to each item in I. Let [ ,iu) be the set of items currently unrated by the user ug, i.e.
I,i“) = {i; :i; € I ANy, (i;) =L}. Similarly let I,E,T) be the set of items rated by the
user ug, i.e. I,E,T) =1— I,iu).

The goal of personalization is to recommend items, i, to a user u,, referred to as
the active user, where i; € I é“) that would be of interest to the user.

Central to any system capable of achieving this would be a user-centric data model.
This data may be collected implicitly or explicitly but in either case must be attributable
to a specific user. While this seems obvious, on the Web it is not always straightforward
to associate, especially implicitly collected data with a user. For example, server logs
provide a rich albeit noisy source of data from which implicit measures of user interest
may be derived. Due to the stateless nature of the Web, a number of heuristics must be
used along with technologies such as cookies to identify return visitors and attribute a
sequence of behaviours to a single user visit/transaction [3].

Once the data has been cleansed and stored within a user-centric model, analysis
of the data can be carried out with the aim of building a user model that can be used
for predicting future interests of the user. The exact representation of this user model
differs based on the approach taken to achieve personalization and the granularity of
the information available. The task of learning the model would therefore differ in
complexity based on the expressiveness of the user profile representation chosen and
the data available. For example, the profile may be represented as vector of 2-tuples
Ul (< i, g (1) >, < oy g (i2) >, < g, Ty (i3) > oo < iy Ty (in) >) Where
t;’s € I and 1, is the rating function for user uy. In the presence of a domain ontology,
the user profile may actually reflect the structure of the domain [4], [5], [6]. Recently,
there has been a lot of research interest in generating aggregate usage profiles rather
than individual user profiles [7], that represent group behaviour as opposed to the be-
haviour of a single user. The distinction between individual and aggregate profiles for
personalization is akin to the distinction between lazy and eager learning in machine
learning.

The next stage of the process is the evaluation of the profiles/knowledge generated.
The aim of this stage is to evaluate how effective the discovered knowledge is in predict-
ing user interest. Common metrics used during this phase are coverage, mean absolute
error and ROC sensitivity. See Section 7 for a more detailed discussion on evaluation
metrics.

The deployment stage follows evaluation, where the knowledge generated and eval-
uated within the previous two stages of the process is deployed to generate recommen-
dations in real-time as the users navigate the Web site. The key challenge at this stage
is scalability with respect to the number of concurrent users using the system.

An essential, though often overlooked, part of the personalization process is the
monitoring of the personalization. Anand et al. suggest that the success of the person-

! Note that a while we assume a continuous scale for rating, a number of recommender sys-
tems use a discrete scale. However, our formalisation incorporates this case as a simple linear
transformation can be performed on the scale to the [0,1] interval.
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alization should be based on lift in business process based metrics [8]. Other than just
monitoring the effectiveness of the knowledge currently deployed, an essential aspect
of monitoring the effect of personalization is profile maintenance. User interests are dy-
namic and their evolution must be detected and adapted to for effective personalization
to take place. Additionally, personalization itself can influence user behaviour. Tech-
niques for identifying this change and adapting the personalization system to it are not
well understood, requiring further research.
In terms of the learning task, personalization can be viewed as a

— Prediction Task: A model must be built to predict ratings for items not currently
rated by the user. Depending on whether the user ratings are numeric or discrete,
the learning task can be viewed as a being one of regression or classification.

— Selection Task: A model must be built that selects the N most relevant items for
a user that the user has not already rated. While this task can be viewed as one of
post processing the list of predictions for items generated by a prediction model,
the method of evaluating a selection based personalization strategy would be very
different from that of a prediction based strategy (see Section 7).

3 Classifications of Approaches to Personalization

In this section we discuss various dimensions along which personalization systems can
be classified based on the data they utilize, the learning paradigm used, the location of
the personalization and the process that the interaction takes with the user.

3.1 Individual Vs Collaborative

The term personalization impresses upon the individuality of users and the need for
systems to adapt their interfaces to the needs of the user. This requires data collected
on interactions of users with the system to be modelled in a user-centric fashion. Typi-
cally, data is collected by the business with which the user is interacting and hence the
business has access to data associated with all its customers.

A personalization system may choose to build an individual model of user likes
and dislikes and use this profile to predict/tailor future interactions with that user. This
approach commonly requires content descriptions of items to be available and are often
referred to as content-based filtering systems. NewsWeeder [9] is an example of such
a system that automatically learns user profiles for netnews filtering. In the case of
NewsWeeder the user provides active feedback by rating articles on a scale of 1 to 5.
The process of building a profile for a user requires the transformation of each article
into a bag or words representation, with each token being assigned a weight using some
learning method such as #fidf [10] or minimum description length [11]. The profile is
then used to recommend articles to the user.

An alternative approach to recommendation is to not only use the profile for the
active user but also other users with similar preferences, referred to as the active user’s
neighbourhood, when recommending items. This approach is referred to as social or
collaborative filtering. An example of such a system is GroupLens, also aimed at rec-
ommending netnews articles [12]. GroupLens defines a user profile as an n-dimensional
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vector, where n is the number of netnews articles. If an articles has been rated by the
user, its corresponding element in the vector contains the rating. Note that as opposed
to content-based filtering, the actual content descriptions of the articles is not part of
the profile. Articles not currently rated by the active user but rated highly by users in
the neighbourhood of the active user are candidates for recommendation to the active
user. While GroupLens only uses rating data, collaborative approaches that utilise both
content and user rating data have also been proposed [13], [14].

A major disadvantages of approaches based on an individual profile include the
lack of serendipity as recommendations are very focused on the users previous inter-
ests. Also, the system depends on the availability of content descriptions of the items
being recommended. On the other hand the advantage of this approach is that it can
be implemented on the client side, resulting in reduced worries for the user regarding
privacy and improved (multi-site) data collection for implicit user preference elicitation.

The collaborative approach also suffers from a number of disadvantages, not least
the reliance on the availability of ratings for any item prior to it being recommendable,
often referred to as the new item rating problem. Also, a new user needs to rate a num-
ber of items before he can start to obtain useful recommendations from the system,
referred to as the new user problem. These issues along with others such as sparseness
are discussed in greater detail in Section 6.

3.2 Reactive Vs Proactive

Reactive approaches view personalization as a conversational process that requires
explicit interactions with the user either in the form of queries or feedback that is incor-
porated into the recommendation process, refining the search for the item of interest to
the user. Most reactive systems for personalization have their origins in case-based rea-
soning research [15], [16], [17]. Reactive systems can be further classified based on
the types of feedback they expect from the user. Common feedback mechanisms used by
these systems include value elicitation, critiquing/tweaking [17], rating and preference
feedback [18]. Value elicitation and tweaking/critiquing are feature based approaches
to feedback. While in value elicitation the user must provide a rating for each feature of
each recommendation object presented to the user, based on its suitability to the users
needs, in tweaking/critiquing the user only provides directional feedback (for example,
“too high”, “too low”) on feature values for the recommended object. Rating and pref-
erence are feedback approaches at the object level. In rating based feedback, the user
must rate all the recommendations presented to him, based on their ‘fit” with his require-
ments. In preference feedback the user is provided with a list of recommendations and
is required to choose one of the recommendations that best suits his requirement. The
system then uses this feedback to present the user with other, similar objects. The itera-
tions continue until the user finds an object of interest or abandons the search. Examples
of such recommender systems include Entree [19], DIETORECS [20] and ExpertClerk
[21]. For a more detailed discussion on these feedback mechanisms see [16], [17].
Proactive approaches on the other hand learn user preferences and provide rec-
ommendations based on the learned information, not necessarily requiring the user to
provide explicit feedback to the system to drive the current recommendation process.
Proactive systems provide users with recommendations, which the user may choose to
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select or ignore. The users feedback is not central to the recommendation process as
is the case in reactive systems. Examples of proactive systems include the recommen-
dation engine at Amazon.com [22] and CDNOW, Web mining based systems such as
[23], [24], [25], GroupLens [26], MovieLens [27] and Ringo [28].

3.3 User Vs Item Information

Personalization systems vary in the information they use to generate recommendations.
Typically, the information utilized by these systems include:

— Item Related Information: This includes content descriptions of the items being
recommended and a product/ domain ontology

— User Related Information: This includes past preference ratings and behaviour of
the user, and user demographics

Systems that use item related information generally deal with unstructured data
related to the items [29], [9]. Once this data has been processed, into relational form
such as a bag-of-words representation commonly used for textual data, a user profile
is generated. The profile itself may be individual as in the case of NewsWeeder [9] or
based on group behaviour [13].

Most systems that use user related information, tend to be based on past user be-
haviour such as the items they have bought or rated (implicitly or explicitly) in the past.
Fewer systems use demographic data within the recommendation process. This is due
to the fact that such data is more difficult to collect on the Web and, when collected,
tends to be of poor quality. Also, recommendations purely based on demographic data
have been shown to be less accurate than those based on the item content and user be-
haviour [30]. In his study of recommender systems, Pazzani collected demographic
data from the home pages of the users rather than adding the additional burden on
the user to provide data specifically for the system. Such data collection outside of a
controlled environment would be fraught with difficulties. In Lifestyle Finder [31],
externally procured demographic data (Claritas’s PRIZM) was used to enhance demo-
graphic attributes obtained from the user, through an iterative process where the system
only requests information pertinent to classifying the user into one of 62 demographic
clusters defined within the PRIZM classification. Once classified, objects most relevant
to that demographic cluster are recommended to the user.

In addition to systems that depend solely on item related or user related information,
a number of hybrid systems have been developed that use both types of information.
Section 5.4 discusses these systems in greater detail. An example of such a system
is the bibliographic system proposed by Haase et al. [5]. In addition to data on user
behaviour, two domain ontologies are also available to the system describing the content
of the items in a more structured form than that used by NewsWeeder. Hasse et al. define
a user model based on user expertise, recent queries, recent relevant results (implicitly
obtained by user actions on previous recommendations), a vector of weights for content
features and a similarity threshold.

3.4 Memory Based Vs Model Based

As described in Section 2, the process of personalization consists of an offline and
online stage. The key tasks during the offline stage are the collection and processing of
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data pertaining to user interests and the learning of a user profile from the data collected.
Learning from data can be classified into memory based (also known as lazy) learning
and model based (or eager) learning based on whether it generalizes beyond the training
data when presented with a query instance (online) or prior to that (offline).

Traditional Collaborative filtering (see Section 5.2) and content based filtering
based systems (see Section 5.1) that use lazy learning algorithms [32], [33] are ex-
amples of the memory-based approach to personalization, while item-based and other
collaborative filtering approaches that learn models prior to deployment (see Section
5.3) are examples of model-based personalization systems.

As memory based systems simply memorise all the data and generalize from it
at the point of generating recommendations, they are more susceptible to scalability
issues. Section 6.3 discusses some of the solutions proposed in literature to address the
scalability of memory based personalization systems. As the computationally expensive
learning occurs offline for model-based systems, they generally tend to scale better than
memory based systems during the online deployment stage. On the other hand, as more
data is collected, memory based systems are generally better at adapting to changes in
user interests compared to model based techniques that must either be incremental or
be rebuilt to account for the new data.

Memory based systems generally represent a user profile using a vector represen-
tation though more expressive representations such as associative networks [34] and
ontological profiles [35] have also been proposed.

3.5 Client Side Vs Server Side

Approaches to personalization can be classified based on whether these approaches
have been developed to run on the client side or on the server-side. The key distinction
between these personalization approaches is the breadth of data that are available to the
personalization system. On the client side, data is only available about the individual
user and hence the only approach possible on the client side is Individual.

On the server side, the business has the ability to collect data on all its visitors
and hence both Individual and Collaborative approaches can be applied. On the other
hand, server side approaches generally only have access to interactions of users with
content on their Web site while client side approaches can access data on the individuals
interactions with multiple Web sites.

Given these characteristics, most client side applications are aimed at personalized
search applicable across multiple repositories [36], [37]. The lack of common domain
ontologies across Web sites, unstructured nature of the Web and the sparseness of avail-
able behavioral data currently reduce the possibilities for personalization of naviga-
tional as opposed to search based interactions with the Web.

4 Data

Explicit data collection has typically been modelled as ratings of items, personal demo-
graphics and preference (including utility) data. Preference data refers to information
that the user provides that can help the system discern which items would be useful to
the user. When declared explicitly it can take the form of keywords/product categories
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(e.g. genres in movie/music databases) or values for certain attributes that describe the
objects (e.g. cotton as the preferred material in an apparel store). Utility data refers to
information regarding how the user would measure the fit of the objects recommended
with his requirements. For example, if two suppliers for the same product exist, with
supplier A providing the product at a premium rate over supplier B but with the ad-
vantage of free insurance for a predefined period, different users will have different
thresholds for the extra cost of purchasing the product from supplier A [38], [39]. We
refer to data that defines these preferences as utility data. Rating data may take the form
of a discrete numeric value or an unstructured textual form such as reviews of products.
While using numeric values is computationally easier to leverage, they are also less
reliable as users associate these discrete values subjectively, for example, three stars
according to one user may be equivalent to two stars for another user.

Implicit data collection refers to any data that can be collected on the user unobtru-
sively by “watching” their interaction with the system. Once again the objective is to
obtain ratings from various discernable actions of the user. The actions and the associ-
ated inferences are dependent on the type of system being personalized. For example, in
the Web domain in general, the linger time ? is taken to be an implicit indicator of inter-
est in the object [26]. Additionally, in an e-commerce context, actions such as adding
an item to the basket, purchasing an item, deleting an item from the basket can all im-
ply differing levels of interest in the item [40] as could bookmarking of pages [41],
visit frequency, following/passing over a link and saving a page on a news/content site
[42]. Claypool et al. [43] evaluated a number of possible implicit interest indicators and
concluded that linger time and amount of scrolling can be useful indicators of interest.
They also provided a useful categorization of interest indicators.

One issue with implicit data collection is that most observations are positive in
nature and it is up to the system to use some heuristics to decide on what defines a
negative observation. For example, the use of the back button after the user spends only
a short time on a page can be inferred as being a negative observation or the choosing
of a document from a list may render the other items in the list as being classified as
not interesting [44], [45]. Even when certain negative actions are observed such as
the deletion of an item from a shopping trolley, heuristics must be used to decide on
how the initial interest in an item, i.e. inserting of the product in the shopping basket,
must be amended when the item is deleted from the basket. Schwab et al. [46] propose
a system that only employs positive feedback data to avoid the use of such heuristics.
Hotle and Yan [47] showed that implicit negative feedback data can greatly improve
the effectiveness of a conversational recommendation system, however, care must be
taken in deciding what feedback can be attributed as being negative.

It is worth noting at this point that some of the implicit interest indicators used in
these evaluations required data to be collected on the client side, while other data can
be collected on the Web server, albeit with some inaccuracy, servicing the user request.

Explicit data input has a cost associated with it as it requires users to detract from
their principle reason for interacting with the system and provide data, the benefits of
which are intangible to the user. A number of studies carried out by the IBM User
Interface Institute in the early 1980’s confirm that, in general, users are motivated to get

2 The time spent viewing an item and its associated content.
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started with using a system and do not care about spending time up front on setting up
the system, as is required by personalization systems that are dependent on explicit data
being provided by the user. Carroll and Rosson [48] refer to this phenomenon as the
“paradox of the active user” as users would save time in the long term by taking some
initial time to optimize the system but that’s not how people behave in the real world.
While the studies were not aimed at personalization systems per se, the conclusion of
the studies that engineers must not build products for an idealized rational user, rather
they must design for the way users actually behave is just as valid for personalization
systems. Studies in personalization show that without tangible benefits for the user, the
user tends to read a lot more documents than they bother ranking [49]. By generating
data that indicates a users interest in an object without the user needing to provide this
information would result in more data and a reduction in sparsity, that exists especially
in large information resources, typical of the Web. Additionally, privacy concerns also
imply that users on the Internet tend to only provide accurate information that is deemed
essential. Berendt and Teltzrow [50] suggest that users on the Internet exhibit varying
degrees of privacy concerns and a large percentage of users would be happy to impart
with various degrees of private information based on the perceived benefit to them in
doing so. An interesting implication for designing personalization systems.

5 Personalization Techniques

In this section we describe the various approaches used for generating a personalized
Web experience for a user.

5.1 Content-Based Filtering

Content based filtering systems have their roots in information retrieval. The approach
to recommendation generation is based around the analysis of items previously rated
by a user and generating a profile for a user based on the content descriptions of these
items. The profile is then used to predict a rating for previously unseen items and those
deemed as being potentially interesting are presented to the user. A number of the early
recommender systems were based on content-based filtering including Personal Web-
Watcher [45], InfoFinder [51], NewsWeeder [9], Letizia [44] and Syskill and Webert
[52]. Mladenic [53] provides a survey of the commonly used text-learning techniques
in the context of content filtering, with particular focus on representation, feature selec-
tion and learning algorithms.

Syskill and Webert learns a profile from previously ranked Web pages on a particular
topic to distinguish between interesting and non-interesting Web pages. To learn the
profile, it uses the 128 most informative words, defined using expected information
gain, from a page and trains a naive Bayes classifier to predict future, unseen pages as
potentially interesting or not for the user. The user may provide an initial profile for
a topic, which in the case of Syskill and Webert, requires the definition of conditional
probabilities for each word, given a page that is (not) interesting to the user. As pages
get rated, these initial probabilities are updated, using conjugate priors [54], to reflect
the rating of the pages by the user.
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Rather than requiring the user of explicitly rate documents, Letizia uses implicit in-
dicators of interest coupled with #fidf to compute content similarity between previosuly
browsed interesting pages and candidate pages in the proximity of the users current
browsing activity. To maximise the added value of the system, as opposed to the depth-
first search carried out by most Web users, Letizia carries out a breadth first search of the
hyperlinked documents, maintaining a list of documents that it believes to be relevant
to the user.

Schwab et al. [46] propose the use of a naive Bayes and nearest neighbor approach
to content based filtering to build a user profile from implicit observations. In their
approach they specifically abstain from using any heuristics for assigning certain obser-
vations as negative feedback, instead modifying the use of nearest neighbor and naive
Bayes to deal with only positive observations through the use of distance and probabil-
ity thresholds. They also proposed a novel approach to feature selection based on the
deviation of feature values for a specific user from the norm.

The main drawback of content-based filtering systems is their tendency to overspe-
cialize the item selection as recommendations are solely based on the users previous
rating of items, resulting in recommended items being very similar to previous items
seen by the user. User studies have shown that users find online recommenders most
useful when they recommend unexpected items [55], alluding to the fact that the over-
specialization by content-based filtering systems is indeed a serious drawback. One
approach to dealing with this problem is to inject some form of diversity within the
recommendation set (see Section 6.5).

5.2 Traditional Collaborative Filtering

Goldberg et al. [56] first introduced collaborative filtering as an alternative to content
based filtering of a stream of electronic documents. The basic idea as presented by Gold-
berg et al. was that people collaborate to help each other perform filtering by recording
their reactions to e-mails in the form of annotations.

The application of this technology for recommending products has gained popular-
ity and commercial success [57]. In a recommendation context, collaborative filtering
works as described below.

Users provide feedback on the items that they consume, in the form of ratings.
To recommend items to the active user, u,, previous feedback is used to find other
likeminded users (referred to as the user’s neighbourhood). These are users that have
provided similar feedback to a large number of the items that have been consumed by
uq. Items that have been consumed by likeminded users but not by the current user are
candidates for recommendation. The assumption made by these systems is that users
that have had common interests in the past, defined by feedback on items consumed,
will have similar tastes in the future.

The rating data that is input to a collaborative filtering system is often referred to
as a ratings matrix where each column is associated with an item in I, and each row
contains the ratings of the items by an individual user.

To achieve its goal of providing useful recommendations, a collaborative filtering
system must provide algorithms for achieving the following:
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— a metric for measuring similarity between users, for neighbourhood formation
— a method for selecting a subset of the neighbourhood for prediction
— a method for predicting a rating for items not currently rated by the active user

A number of metrics have been proposed for measuring the similarity between users
including Pearson and Spearman Correlation [12], the cosine angle distance [58],
Entropy, Mean-squared difference and constrained Pearson correlation [28]. The most
commonly used metric is the cosine angle which has been shown to produce the best
performance. It is calculated as the normalized dot product of user vectors:

Uq * Up

St 1) = 12 2

Once the similarity of the active user with all other users has been computed, a

method is required to calculate the ratings for each item 7; L(l“). The most commonly
used approach is to use the weighted sum of rank

Zuker stm(uq, ug) X (Fu, (45) — Tuy)

Tug (Zj) = Tu, + ZukEUJ sim(ua, uk)

where U; = {uy | ux € U A ug(ij) #L} and 1y, and r,, are the average ratings for
users u, and uy respectively.

As the number of users and items increases, this approach becomes infeasible. Other
than performance considerations, there is also a case to be made for reducing the size
of the neighborhood with respect to the accuracy of the recommendations [59] as with
a majority of neighbors not similar to the current user, the noise generated by their
ratings can reduce the accuracy of the recommendations. Hence a method is required
to select a subset of users, defining the neighborhood of the current user. Only users in
the active users neighbourhood are then used to predict item ratings. Two approaches
have been used in literature to select the neighborhood. One is based on a threshold
on the similarity value [28] and the other uses a threshold on the number of neighbors,
irrespective of the similarity value, which is traditionally used by the k-nearest neighbor
approach to lazy learning. One of the problems with using a threshold on similarity is
that as the number of items increases, the sparsity of the active user’s neighbourhood
increases, reducing the coverage of the recommender system. On the other hand, when
using a fixed number of neighbours, the accuracy of the predictions will be low for users
that have more unique preferences.

A number of variants have been proposed to the basic collaborative filtering process
described above. First, Herlocker [60] proposed the use of a significance weighting that
incorporated a measure of how dependable the measure of similarity between two users
is. The idea behind this weight was the fact that, in traditional collaborative filtering,
two users would be considered equally similar whether they had two items rated in
common or whether it was fifty. Intuitively, this would seem strange as in the first case
we are basing the similarity measurement on a very small amount of data. Empirical
evaluation carried out by Herlocker et al. suggested that neighbors based on these small
samples were bad predictors of the interests of the active user. As a result, they proposed
a significance measure that associated a weight in the unit interval to each user, based on
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how many items were involved in the similarity calculation. Both, the similarity metric
and the significance weight were used when generating the active user’s neighbourhood.

Secondly, traditional collaborative filtering gives an equal importance to all items
within the similarity calculation. Noting that not all items are equally informative, Her-
locker et al. [60] proposed the introduction of a variance weighting to take into account
the variability of values within a single column of the ratings matrix. A low variance
would suggest that most users have a similar rating for the item and as such the item is
less effective in discriminating between users and should therefore have little effect of
the similarity calculation between two users. Breese et al. proposed the use of inverse
user frequency where items less frequently rated were given a lower weight [59]. They
also proposed case amplification that heightened the weight associated with those users
that had a similarity, to the active user, close to 1.

Finally, to deal with the fact that ratings are inherently subjective and users tend
to have different distributions underlying their item ratings, normalization of ratings
provided by each user was proposed by Resnick et al. [12]. Rankings were scaled
based on their deviations from the mean rating for the user. An alternative method for
performing the scaling of ratings is to compute z-scores to also take into account the
differences in spread of the ratings [60].

While collaborative filtering is commercially the most successful approach to rec-
ommendation generation, it suffers from a number of well known problems including
the cold start/latency problem (see Section 6.1) and sparseness within the rating matrix
(see Section 6.2). Traditional collaborative filtering also suffers from scalability issues
(see Section 6.3). More recently, malicious attacks on recommender systems [61] (see
Section 6.9) have been shown to affect traditional user-based collaborative filtering to a
greater extend than model based approaches such as item-based collaborative filtering.

5.3 Model Based Techniques

Model based collaborative filtering techniques use a two stage process for recommen-
dation generation. The first stage is carried out offline, where user behavioral data col-
lected during previous interactions is mined and an explicit model generated for use in
future online interactions. The second stage, is carried out in real-time as a new visitor
begins an interaction with the Web site. Data from the current user session is scored us-
ing the models generated offline, and recommendations generated based on this scoring.
The application of these models are generally computationally inexpensive compared to
memory-based approaches such as traditional collaborative filtering, aiding scalability
of the real-time component of the recommender system.

Model generation can be applied to explicitly and implicitly obtained user be-
havioural data. While the most commonly used implicit data is Web usage data, data
pertaining to the structure and content are also often used.

A number of data mining algorithms have been used for offline model building
including Clustering, Classification, Association Rule Discovery, Sequence Rule Dis-
covery and Markov Models. In this section we briefly describe these approaches.

Item-Based Collaborative Filtering. In item-based collaborative filtering the offline,
model building, process builds an item similarity matrix. The item similarity matrix, I.S,
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is an n x n matrix where I5[j, ¢] is the similarity of items ¢; and ¢,. Rather than basing
item similarity on content descriptions of the items, similarity between items is based
on user ratings of these items, hence each item is represented by an m dimensional
vector, and the similarity computed using metrics such as (adjusted-) cosine similarity
and correlation-based similarity [62]. The recommendation process predicts the rating
for items not previously rated by the user by computing a weighted sum of the ratings
of items in the item neighbourhood of the target item, consisting of only those items
that have been previously rated by the user.

The model itself can be rather large, being in O(n?). An alternative is to store only
the similarity values for the k most similar items. k is referred to as the model size.
Clearly as k becomes small, the coverage as well as accuracy of the model will reduce.

Evaluation of the item-based collaborative filtering approach [62] showed that item-
based collaborative filtering approaches provide better quality recommendations than
the user based approach for rating prediction.

Clustering Based Approaches. Two main approaches to clustering for collaborative
filtering have been proposed. These are item-based and user-based clustering. In user-
based clustering, users are clustered based on the similarity of their ratings of items. In

item based clustering, items are clustered based on the similarity of ratings by all users

)

in U. In the case of user-based clustering, each cluster centre C’,(CU is represented by an

n-dimensional vector, C’,iU) = (ary,ars, ...., ary, ), where each ar; is the average item
rating for (or average weight associated with) item 7; by users in cluster k. In the case
of item-based clustering the cluster centre is represented by an m-dimensional vector
C ,E,I) = (q1,42, ----, ¢m ), Where each g; is the average ratings by user, u; of items within
the cluster.

In the case of Web usage or transaction data a number of other factors can also
be considered in determining the item weights within each profile, and in determining
the recommendation scores. These additional factors may include the link distance of
pages to the current user location within the site or the rank of the profile in terms of its
significance.

The recommendation engine can compute the similarity of an active user’s pro-
file with each of the discovered user models represented by cluster centroids. The top
matching centroid is used to produce a recommendation set in a manner similar to that
used in user-based collaborative filtering.

Various clustering algorithms have been used, including partitioning algorithms
such as, K-means for item and user-based clustering [63], ROCK [64] for item-based
clustering, agglomerative hierarchical clustering [64] for item-based clustering, divi-
sive hierarchical clustering for user-based and item-based clustering [65], mixture re-
solving algorithms such as EM [66] to cluster users based on their item ratings [59]
and Gibbs Sampling [59].

Motivated by reducing the sparseness of the rating matrix, O’ Connor and Herlocker
proposed the use of item clustering as a means for reducing the dimensionality of
the rating matrix [64]. Column vectors from the ratings matrix were clustered based
on their similarity, measured using Person’s correlation coefficient, in user ratings.
The clustering resulted in the partitioning of the universe of items and each partition was
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treated as a separate, smaller ratings matrix. Predictions were then made by using tradi-
tional collaborative filtering algorithms independently on each of the ratings matrices.

Kohr and Merialdo proposed the use of top-down hierarchical clustering to cluster
users and items. Clustering results in two cluster hierarchies, one based on the item
ratings by users and the other based on the user ratings of items [65]. For the active
user, the predicted rating for an item is generated using a weighted average of cluster
centre coordinates for all clusters from the root cluster to appropriate leaf node of each
of the two hierarchies. The weights are based on the intra-cluster similarity of each of
the clusters.

Association and Sequence Rule Based Approaches. Association and Sequence rule
discovery [67], [68] techniques were initially developed as techniques for mining
supermarket basket data but have since been used in various domains including Web
mining [69]. The key difference between these algorithms is that while association rule
discovery algorithms do not take into account the order in which items have been ac-
cessed, sequential pattern discovery algorithms do consider the order when discovering
frequently occurring itemsets. Hence, given a user transaction {41, i2, i3}, the transac-
tion supports the association rules ¢; = 42 and i = ¢; but not the sequential pattern
1o = 11.

The discovery of association rules from transaction data consists of two main parts:
the discovery of frequent itemsets * and the discovery of association rules from these
frequent itemsets which satisfy a minimum confidence threshold.

Given a set of transactions 7" and a set I = {I1, Io, ..., I} of itemsets over T". The
support of an itemset I; € I is defined as
{teT: I, Ct}
I;) =
7 o

An association rule, 7, is an expression of the form X = Y (o, a,.), where X and
Y are itemsets, 0. = (X UY) is the support of X U Y representing the probability
that X and Y occur together in a transaction. The confidence for the rule r, «,., is
given by 0(X UY')/o(X) and represents the conditional probability that Y occurs in a
transaction given that X has occurred in that transaction.

Additional metrics have been proposed in literature that aim to quantify the inter-
estingness of a rule [70], [71], [72] however we limit our discussion here to support
and confidence as these are the most commonly used metrics when using association
and sequence based approaches to recommendation generation.

The discovery of association rules in Web transaction data has many advantages.
For example, a high-confidence rule such as {special-offers/, /products/software/} =
{shopping-cart/} might provide some indication that a promotional campaign on soft-
ware products is positively affecting online sales. Such rules can also be used to op-
timize the structure of the site. For example, if a site does not provide direct linkage
between two pages A and B, the discovery of a rule {A} = {B} would indicate that
providing a direct hyperlink might aid users in finding the intended information.

The result of association rule mining can be used in order to produce a model for
recommendation or personalization systems [73,74,75,76]. The top-N recommender

3 Ttemsets which satisfy a minimum support threshold.
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systems proposed in [76] uses association rules for making recommendations. First
all association rules are discovered from purchase data. Customer’s historical pur-
chase information is then matched against the left-hand-side of the rule in order to
find all rules supported by a customer. All right-hand side items from the supported
rules are sorted by confidence and the first N highest ranked items are selected as the
recommendation set.

One problem for association rule recommendation systems is that a system cannot
give any recommendations when the dataset is sparse. In [73] two potential solutions to
this problem were proposed. The first solution is to rank all discovered rules calculated
by the degree of intersection between the left-hand-side of rule and a user’s active ses-
sion and then to generate the top k£ recommendations. The second solution is to utilize
collaborative filtering: the system finds “close neighbors” who have similar interest to a
target user and makes recommendations based on the close neighbor’s history. In [74] a
collaborative recommendation system was presented using association rules. The pro-
posed mining algorithm finds an appropriate number of rules for each target user by
automatically selecting the minimum support. The recommendation engine generates
association rules for each user, among both users and items. If a user minimum sup-
port is greater than a threshold, the system generates recommendations based on user
association, else it uses item association.

In [75] a scalable framework for recommender systems using association rule min-
ing was proposed. The proposed recommendation algorithm uses an efficient data struc-
ture for storing frequent itemsets, and produces recommendations in real-time, without
the need to generate all association rules from frequent itemsets. In this framework,
the recommendation engine based on association rules matches the current user session
window with frequent itemsets to find candidate pageviews for giving recommenda-
tions. Given an active session window w and a group of frequent itemsets, we only
consider all the frequent itemsets of size |w|+ 1 containing the current session window.
The recommendation value of each candidate pageview is based on the confidence of
the corresponding association rule whose consequent is the singleton containing the
pageview to be recommended. In order to facilitate the search for itemsets (of size
|w| 4+ 1) containing the current session window w, the frequent itemsets are stored in
a directed acyclic graph, called a Frequent Itemset Graph. The Frequent Itemset Graph
is an extension of the lexicographic tree used in the “tree projection algorithm” [77].
The graph is organized into levels from O to k, where k is the maximum size among
all frequent itemsets. Given an active user session window w, sorted in lexicographic
order, a depth-first search of the Frequent Itemset Graph is performed to level |w|. If
a match is found, then the children of the matching node n containing w are used to
generate candidate recommendations.

When discovering sequential patterns from Web logs, two types of sequences are
identified: Contiguous or Closed Sequences and Open Sequences [69]. Contiguous
sequences require that items appearing in a sequence rule appear contiguously in trans-
actions that support the sequence. Hence the contiguous sequence pattern i1,%a = i3
is satisfied by the transaction {41, i2, i3} but not by the transaction {i1, i2, %4, i3}, as i4
appears in the transaction between the items appearing in the sequence pattern. On the
other hand, both transactions support the rule if it were an open sequence rule.
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Given a transaction set 7" and a set S = {51, Sa,...,S,} of frequent (contiguous)
sequential patterns over 7', the support of each S; is defined as follows:

|{t € T : S, is (contiguous) subsequence of ¢}
o(Si) =
T
The confidence of the rule X = Y, where X and Y are (contiguous) sequential
patterns, is defined as
o(X oY)
o(X)

where o denotes the concatenation operator. The Apriori algorithm used in associa-
tion rule mining can also be adopted to discover sequential and contiguous sequential
patterns. This is normally accomplished by changing the definition of support to be
based on the frequency of occurrences of subsequences of items rather than subsets of
items [78].

To aid performance of the recommendation process, sequential patterns are typically
stored in the form of a single trie structure with each node representing an item and the
root representing the empty sequence. Recommendation generation can be achieved in
O(s) by traversing the tree, where s is the length of the current user transaction deemed
to be useful in recommending the next set of items. Mobasher et al. [79] use a fixed size
sliding window, of size m, over the current transaction for recommendation generation.
Hence the maximum depth of the tree required to be generated is m+1. The size of the
trees generated during the offline mining can be controlled by setting different minimum
support and confidence thresholds.

An empirical evaluation of association and sequential pattern based recommenda-
tion showed that site characteristics such as site topology and degree of connectivity can
have a significant impact on the usefulness of sequential patterns over non-sequential
(association) patterns [80]. Additionally, it has also been shown that contiguous sequen-
tial patterns are particularly restrictive and hence are more valuable in page prefetching
applications rather than in recommendation generation [79].

A technique related to the use of sequential rules is that of modeling Web interac-
tions as Markov Chain models. A Markov model is represented by the 3-tuple (A, S, T
where A is a set of possible actions, S is the set of all possible states for which the model
is built and T is the Transition Probability Matrix that stores the probability of perform-
ing an action a € A when the process is in a state s € S. In the context of recommen-
dation systems, A is the set of items and S is the visitor’s navigation history, defined as
a k-tuple of items visited, where k is referred to as the order of the Markov model. As
the order of the Markov model increases, so does the size of the state space, S. On the
other hand the coverage of that space, based on previous history, reduces, leading to an
inaccurate transition probability matrix. To counter the reduction in coverage, various
Markov models of differing order can be trained and used to make predictions. The re-
sulting model is referred to as the All-Kth-Order Markov model [81]. The downside of
using the All-Kth-Order Markov model is the large number of states. Also, the issue re-
garding the accuracy of transition probabilities especially for the higher order Markov
models is not addressed. Selective Markov models that only store some of the states
within the model have been proposed as a solution to this problem [82]. A post pruning

aX=Y)=
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approach is used to prune out states that cannot be expected to be accurate predictors.
Three pruning approaches based on the support, confidence and estimated error were
proposed.

Rather than pruning states as a post process, sequence rule discovery and association
rule discovery algorithms actively prune the state space during the discovery process
using support. A further post pruning, based on confidence of the discovered rules,
is also carried out. Hence the Selective Markov model is analogous to sequence rule
discovery algorithms. Note however that the actual pruning process based on confidence
proposed by Deshpande and Karypis [82] is not the same as that carried out during
sequence rule discovery. Evaluation of Selective Markov models showed that up to 90%
of states can be pruned without a reduction in accuracy. In fact some improvements in
model accuracy resulted from pruning.

Graph Theoretic Approaches. Aggarwal et al. proposed a graph theoretic approach
to collaborative filtering in which ratings data is transformed into a directed graph,
nodes representing users and edges representing the predictability of a user based on
the ratings of another user [83]. A directed edge exists from user u; to u; if user u;
predicts user u;. To predict if a particular item, i1, will be of interest to user u;, assuming
i has not been rated by the user, the shortest path from w; is calculated to any user, say
u,, who has rated ¢;, and a predicted rating for ¢, by w; is generated as a function of the
path from u; to w,.

Mirza et al. provide a framework for studying recommendation algorithms by graph
analysis [84]. In their framework, ratings data is represented as a bipartite graph
G = (U U I, E) with nodes representing either users or items, while edges represent
ratings of items by users. A social network is constructed using the concept of a jump
which is defined as a mapping from the ratings data to a subset of U x U. Mirza et al.
define a number of different types of jump, the simplest being a skip, results in an edge
between two users if there exists at least one item that both of them have rated. In gen-
eral, different social networks emerge based on the definition of the jump used. Mirza
describes a number of ways in which jumps can be defined [85]. One such jump that
mirrors traditional collaborative approaches to recommendation is the hammock jump,
which requires a user defined parameter, w, known as the hammock width. For an edge
to exist between two users u and u; within the resulting social network, the hammock
width must be less than or equal to | I ,E,T) NI l(r) |. The skip is, therefore, a special case of
the hammock jump with hammock width 1. A third graph, called a recommender graph
is then defined as a bipartite directed graph Gg = (U U I, ER), with nodes iy, € T
restricted to having only incoming edges. The shortest path from a user, u; to an item
in the graph can then be used to provide the basis for recommendations.

5.4 Hybrid Techniques

Other than the approaches discussed above, a number of hybrid approaches to person-
alization have also been proposed. These hybrid recommenders have been motivated
by the observation that each of the recommendation technologies developed in the past
have certain deficiencies that are difficult to overcome within the confines of a sin-
gle recommendation approach. For example, the inability of collaborative filtering ap-
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proaches to recommend new items items can be solved by coupling it with a content
based recommendation approach. Not surprisingly, the most common form of hybrid
recommender combines content based and collaborative filtering. An example of such
a system is Fab [14], a recommendation system for Web content. Fab consists of a
number of collection and selection agents. Collection agents are responsible for gath-
ering pages pertaining to a small set of topics of interest of users. As the topics are
based on user interests these may evolve with time to reflect the changing interests of
the system’s users. The selection agents select a set of pages for specific users out of
the overall set of pages collected by the collection agents. The user rates each page pre-
sented to him by the selection agent. Each user has its own selection agent that contains
a profile based on keywords contained in pages that have been previously rated by the
user. Ratings for individual pages are also passed back to the original collection agents
that can refine their own collection profile. Note that the collection agents profile is
based on ratings from various users as opposed to just one user as is the case for the
selection agent. The collaborative component of the system is based on the definition
of a neighbourhood for each user within which pages rated highly are shared.

Another form of hybrid recommender that has recently been gaining a lot of atten-
tion is that which combines item ratings with domain ontologies (see Section 6.7).

More generically, Pazzani showed that combining various recommendations gener-
ated using different information sources such as user demographics, item content and
user ratings (collaboratively) increases the precision of the recommendations [30].

Based on their study on the impact of site characteristics on the usefulness of
sequential patterns over non-sequential (association) patterns [80], Nakagawa and
Mobasher [86] proposed a hybrid recommendation system that switched between dif-
ferent recommendation systems based on the degree of connectivity of the site and the
current location of the user within the site. Evaluation of this approach revealed that
the hybrid model outperformed the base recommendation models in both precision and
coverage.

Burke provides a comprehensive analysis of approaches to generating hybrid rec-
ommendation engines [87].

6 Issues

The study of recommendation systems over the last decade have brought to light a
number of issues that must be addressed if these systems are to find acceptance within
the wider context of personalized information access. In this section we discuss these
issues. Along with a description of the issue we also discuss solutions that have been
proposed to date to resolve them.

6.1 The Cold Start and Latency Problem

Personalization systems expect to have some information available on the individual
users so that they can leverage this information to present items of interest to the user
in future interactions. Hence, a new user with no interaction history poses a problem
to the system as it is unable to personalize its interactions with the user. This is often
referred to as the new user problem. The lack of useful interactions may put the user off
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the system before the system is able to gather the data it requires to start personalizing
its interactions with the user.

A similar issue is posed by the introduction of a new item. When a new item be-
comes available, the lack of rating data means that systems that depend on item ratings
solely (for example, collaborative filtering based approaches) cannot recommend the
new item before a considerable history of has been collected. This is often referred to
as the New Item or Latency problem. A collaborative filtering system provides no value
to the first user in a neighborhood to rate an item. This need for altruistic behavior can
further delay the introduction of a new item into the recommendation process [49].

The new user problem is even more acute at the point of time when a collaborative
system is initially installed as not only is rating data not available for a single user but
there is no rating data for any users of the system which is referred to a the Cold Start
problem.

An approach often used to alleviate the new user/ item problem has been to use hy-
brid recommendation techniques, typically those that combine collaborative techniques
with content based filtering techniques [88], or those based on demographic profil-
ing [31].

Massa and Avesani propose the incorporation of a Web of trust within the recom-
mendation process and show that using this additional information can be very effective
in addressing the new user problem [89]. However, this does assume the existence of a
Web of trust which in itself may not be available.

Middleton et al. [4] propose the use of an external ontology as seed knowledge for
a recommender system as a solution to the cold start problem. The Quickstep recom-
mender system developed by Middleton et al. aims to provide academics with recom-
mendations of papers of interest. Feedback from the academics is incorporated into an
ontology based user profile. To avoid the cold start problem, Quickstep uses informa-
tion from the research publication and personnel database of the academic institution to
populate an initial profile for the user. This approach obviously assumes the availability
of an external ontology that may not always be available.

Haase et al. [5] approach the cold start problem by reusing the properties of a
peer-to-peer network using profiles of similar peers in the semantic neighborhood to
initialize the profile of a new peer.

6.2 Data Sparseness

Sparsity refers to the fact that as the number of items increases, even the most prolific
users of the system will only explicitly or implicitly rate a very small percentage of all
items. As a result, there will be many pairs of customers that have no item ratings in
common and even those that do will not have a large number of common ratings. The
nearest neighbor computation resulting from this fact will not be accurate and hence
a low rating for an item would not imply that similar items will not be recommended
[90]. To counter the effect of an increasing number of items, for collaborative filtering
to provide accurate predictions, the number of users required to rate a sizeable number
of items will be much higher than that required when the number of items is small.
Sarwar et al. [49] evaluated the benefit of using simple information filtering bots on
Usenet news to generate ratings for new items published. The bots generated ratings for
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items based on the correctness of spellings, length of article and length of the included
message. The value of these bots was evaluated in various Usenet news groups. The
filter bots are treated in similar manner to ordinary users and hence their ratings are
only used when these filterbots are in the neighbourhood of a current user. Good et al.
[27] extended this research by using a number of information filtering agents in the
domain of movie recommendation that used genre, cast and keywords for generating
ratings. Some of these bots included a learning component for example, a bot that used
inductive logic programming [91] to learn a model for predicting ratings based on
genre and keywords. Good et al. also suggested a number of ways in which ratings from
individual bots could be combined with user ratings to generate rating predictions.

Motivated by the observation that as the number and diversity of items increases, it
is less likely that a user’s rating of an item will be affected by all other item ratings, for
recommending Usenet news articles, Resnick et al. [12] showed that creating separate
item partitions for each discussion group can improve performance of the recommender
system. However, such a process is by its very nature not transferable to other domains,
requiring a domain specific partitioning scheme to be devised for every new domain that
the technique is applied to. O’Connor and Herlocker [64] investigated the use of item
clustering to discover groups of items that show similar ratings behavior from users.
Pearson correlation coefficient was used to compute the similarity between items. That
is, two items were deemed as being similar if there was a strong correlation between the
ratings of these items by users in general. Evaluation of this approach using MovieLens
data however showed that while partitioning based on item clustering provides more
accurate recommendations than random partitioning, genre based partitioning outper-
formed all of the item ratings based clustering approaches.

Goldberg et al. [92] proposed the use of a gauge set of items. This is a set of items
that all users of the system must rate to seed the system. The gauge set provides the
basis for a more accurate measurement of similarity between users as it would consist
of a dense rating submatrix.

6.3 Scalability

Memory based approaches such as traditional collaborative filtering suffer from scala-
bility issues as the number of users increases as well as an increasing number of candi-
date items.

A number of solutions have been proposed to deal with an increasing user base. The
most widely used approach is to use a model-based approach to collaborative filtering
rather than one that is memory based. An alternative is to limit the number of users that
must be compared when making predictions for the active user. This can be achieved
by either limiting the number of profiles stored (instance selection) or by indexing the
user base and searching only a part of the whole user base for an active user (instance
indexing).

Yu et al. [93] proposes an metric for use in instance selection, based on the informa-
tion theoretic measure of mutual information, called relevance. The rationale behind in-
stance selection is that, for a given target item, the rating of other items by a user should
provide enough information to support the rating by the user of the target item. If this
is not the case, then the user would probably not provide a useful basis for predicting
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the rank of the target item for the target user. Hence relevance of an instance (user) for
predicting the rank, r, of a particular item, ¢, is calculated as r(u, i) = ZjeJ I(Vi; V),
where J is the set of all items other than j, rated by the user, v and I(., .) is the mutual
information measure. Using the relevance metric, only the top N user instances are used
for predicting the rating for the target item.

Chee et al. [94] propose the use of k-means to iteratively partition the rating matrix
based on the rating similairty of users. The leaf nodes of the resulting binary tree consist
of “cliques” of users with similar tastes. During prediction, the tree is navigated and
similarity evaluated only within the clique of the active user.

Dealing with the issue of scalability with respect to the number of items is akin to
feature subset selection and dimensionality reduction in machine learning. The most
commonly used approach to dimensionality reduction applied to recommender systems
have been singular value decomposition [95], [58] and principal component analysis
[92]. Not only has singular value decomposition been shown to effectively reduce the
dimensionality of the ratings matrix, but it has also been shown to improve accuracy
of the recommendations when applied to less sparse ratings matrices through reduction
in noise within the rating matrix. Approaches to incrementally build models based on
singular value decomposition have also been investigated so as to avoid the expensive
rebuilding of the model as new data becomes available [96], [97].

Tang et al. propose a the use of heuristics to limit the number of items considered [98].
For the movie recommendation domain they suggest using the temporal feature of items
(year of release of a movie) to limit the set of candidate movies for recommendation.

6.4 Privacy

Currently U.S. laws impose little restrictions on private parties communicating infor-
mation about people, leaving it up to the parties involved to define the extent of any
such communication through a contract [99]. In particular, an online business may pro-
vide their customers with a privacy policy that would outline under what conditions, if
at all, the business would share the information they hold about the customer. Breech of
such a contract entitles the customer to bring a law suit on the business but not on any
third party that has gained access to data as a consequence of the breech. In particular it
is common place for a business suffering bankruptcy to sell the data they hold on their
customers. Such a sale is currently supported by the law in the U.S [100].

Even if a business does not explicitly sell customer data, services such as collabo-
rative filtering based recommender systems can be exploited to gain insights into indi-
vidual customers preferences [101]. This is particularly true of users who rate products
across different domains, referred to as straddlers. While such users are particularly de-
sirable to enable collaborative systems to generate serendipitous recommendations, it
also means that a user, who is obviously aware of their own preferences, or indeed an in-
dividual masquerading as a user with a certain set of preferences, could potentially gain
insights into straddlers. Using a graph-theoretic representation for recommender sys-
tems, Ramakrishnan et al. [101] provide an analysis of the effect of two recommender
system parameters, the hammock width and hammock path length, on the risk to strad-
dlers. Their study concluded that a hammock width just below the value that splits the
graph into a set of disconnected components carries the greatest risks for straddlers.
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6.5 Recommendation List Diversity

While most research into recommending items has concentrated on the accuracy of pre-
dicted ratings, other factors have been identified as being important to users. One such
factor is the diversity of items in the recommendation list. In a user survey aimed at
evaluating the effect of diversification on user satisfaction, applied to item-based and
user-based collaborative filtering, found that it had a positive effect on overall satisfac-
tion even though accuracy of the recommendations was affected adversely [102]. The
study further concluded that introducing diversity affects user satisfaction to a greater
extent when item-based collaborative filtering is used, while it has no measurable affect
on user-based collaborative filtering.

Smyth and McClave [103] proposed three approaches to introducing diversity into
recommendation sets. The basic approach is to balance similarity of an item to the tar-
get with the diversity of the current items within the recommendation set. Diversity
was measured as the average distance between the candidate recommendation and all
items currently with the recommendation set. Ziegler proposed an approach to diver-
sity maintenance [102] similar to the bounded greedy selection approach proposed by
Smyth and McClave.

Sheth [104] modelled the information filtering task as a population of profiles, per
user, that evolve using genetic operators of crossover and mutation. The profiles are
generated using standard text mining functions such as #fidf on documents presented to
the user by the profile and the relevance feedback received. While the crossover operator
exploits the fitness of the current population of profiles, mutation is used to introduce
some diversity into the population. Unlike other content based filtering approaches, as
the profiles evolve through the use of the genetic operators, it is more likely that a level
of serendipity can be maintained within the recommendation set.

6.6 Adapting to User Context

Personalization aims to “hide” the rigidity of the Internet by providing useful, contex-
tually relevant information and services to the user. However, context as a concept has
rarely been incorporated into personalization research. One of the reasons for this is that
it is hard to arrive at a consensus of what defines context let alone modeling the concept.
Lieberman and Selker provide a useful starting point for defining context, defining it as
“everything that affects the computation except the explicit input and output” [105].
Unfortunately, this definition in itself does not make the modeling of context possible
as we cannot consider all previous user interactions with a system as context for the
current interaction and nor can we explicitly measure context, hence we must use cur-
rent behavior to discover the user context and then use this context to predict the current
behavior of the user so as to better service his requirements. If we assume that user be-
havior is predictable based on past interactions, we now must select only those previous
interactions that were undertaken within the same context and use them to predict the
needs of the user.

Contextual retrieval is also viewed as an important challenge in the information
retrieval community [106]. Parent et al. [36] proposed a client-side Web agent that al-
lows the user to interact with a concept classification hierarchy to define the context of
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the query terms provided. The agent uses portions of the hierarchy to expand the initial
search query, effectively adding ‘user intent’ to the query. Sieg et al. [6] define context
by the portions of the concept hierarchy (such as the Yahoo Directory) that match the
user query. Each node of the concept hierarchy has a vector representation based on the
documents contained in the node and all its subcategories. Previously accessed docu-
ments are clustered (an offline process) and the cluster centres form the user’s profile.
When a query is issued, all clusters from the user profile that have a similarity with
the query above a pre-defined threshold are selected. The query is matched against the
concept hierarchy and a subset of nodes are chosen from the concept hierarchy that
have a certain amount of similarity to the query. The selected clusters are then used
to further refine the selection. In [35], user context is captured via nodes in a concept
lattice induced from the original ontology and is updated incrementally based on the
user’s interactions with the concepts of the ontology. Updates are initiated through the
user selecting or deselecting concepts within the lattice that were considered to be of
interest by the system based on the user’s long-term and short term memories. The con-
text is represented as a pair of term vectors, one for the selected concepts and the other
representing the deselected concepts.

6.7 Using Domain Knowledge

Dai and Mobasher [107] provide a framework for integrating domain knowledge with
Web usage mining for user based collaborative filtering. They highlight that semantics
can be integrated at different stages of the knowledge discovery process.

Mobasher et al. proposed the use of semantic knowledge about items to enhance
item-based collaborative filtering [90]. Their approach is to represent the semantic
knowledge about an item as a feature vector and calculate the similarity based on this
information to other items. This item-similarity is then combined with rating similarity
to get an overall measure of item similarity which is used to predict the rating by a user
of a currently unrated item.

Cho and Kim [108] apply a product taxonomy with Web usage mining to reduce
the dimensionality of the rating database when searching for nearest neighbours while
Niu, Yan et al. [109] build customer profiles based on product hierarchy in order to
learn customer preferences.

Middleton et al. use an ontological profile for a user within their research paper rec-
ommendation system, QuickStep [4]. The profile is based on a topic hierarchy alone.
They also attempt to use externally available ontologies based on personnel records and
user publications to address the cold-start problem for their recommendations system.
The existence of such additional knowledge, while applicable in their specific applica-
tion domain, cannot however be assumed in a general e-tailer scenario.

Haase et al. create semantic user profiles from usage and content information to pro-
vide personalized access to bibliographic information on a Peer-to-Peer bibliographic
network [5]. The semantic user profile consists of the expertise, recent queries, recent
relevant instances and a set of weights for the similarity function.

Ghani and Fano [29] proposed a recommender system based on a custom-built
knowledge base of product semantics. The focus within the paper is on generating ”soft”
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attributes from online marketing text, describing the products browsed, and using them
to generate cross category recommendations.

6.8 Managing the Dynamics in User Interests

Most personalization systems tend to use a static profile of the user. However user
interests are not static, changing with time and context. Few systems have attempted to
handle the dynamics within the user profile.

In NewDude [110] the user model consists of a short term interests and a long term
interests model. The short term interests model is based on the n most recently rated
stories. Each item (story) is represented as a term vector using tfidf. The similarity of
the target item to items within the short term interest profile is computed using cosine
similarity. If the similarity of the target item to another story in the short term interest
profile is greater than a threshold value, it is deemed as being a known story and is
therefore discarded. Alternatively, stories from the short term interest profile that have
a similarity value greater than a threshold value are deemed to be in the neighbourhood
of the target item and are used to predict a rating for the target item. If the target is
deemed to be of interest to the user, it is recommended, alternatively it is discarded. If
the neighbourhood of the target item within the short term interest profile is empty, the
long term interest profile is used to classify the target item. The long term memory is
based on the 150 most informative words appearing in the items and the model is based
on the multinomial formulation of the naive Bayes [111].

Rather than use a fixed number of most recent user interactions, Koychev and
Schwab suggest the use of a continuous weighting function that associates a higher
weight to more recent interactions with a user [112]. Tests using a linear weighting
function showed some improvements in predictive accuracy.

An alternative approach is based on the evolution of a population of profiles per
user [113], [104]. As interests of users change, profiles that better reflect their current
interests become more prominent within the population. Moukas and Zacharia separate
out the two roles of information filtering and discovery and describe a market-based
control scheme to control the fitness of information and discovery agents.

6.9 Robustness

The dependence of personalization systems on item ratings provided by users and their
use of these ratings in generating social recommendations also opens them to abuse.
For example, an interested party may decide to influence item recommendations by
inserting false ratings for a subset of items that they have an interest in. Attacks of this
nature are referred to as shilling 41115] or profile injection [116].

Recent research has begun to examine the vulnerabilities and robustness of differ-
ent recommendation techniques, such as collaborative filtering, in the face of shilling
attacks [116,117,115,118]. O’ Mahony [119] identify two key types of attacks

— Push: This is an attack aimed at promoting a particular item by increasing its ratings
for a larger subset of users

* A shill is an associate of a person selling a good or service, who pretends no association and
assumes the air of an enthusiastic customer [114].
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— Nuke: This is an attack aimed at reducing the predicted ratings of an item so that it
is recommended to a smaller subset of users

These attacks take the form of the insertion of a number of new users with a set of rating
that either provide high or low ratings to particular items.

A number of different attack models have been identified in literature. The sampling
attack [118] is primarily of theoretical interest as it requires the attacker to have access
to the ratings database itself. The random attack [115] forms profiles by associating a
positive rating for the target item with random values for the other items. The average
attack [115] assumes that the attacker knows the average rating for each item in the
database and assigns values randomly distributed around this average, except for the
target item. These attacks have been found to be effective against user-based collabora-
tive recommendation algorithms, but less so against item-based recommendation.

A segmented attack [120] associates the pushed item with a small number of popu-
lar items of similar type. It pushes an item to a targeted group of users with known or
easily predicted preferences. Profiles are inserted that maximize the similarity between
the pushed item and items preferred by the group. This attack model ensures that the
pushed item will be recommended to those users that are its target segment. It is partic-
ularly effective against item-based recommendation algorithms to a degree that broader
attacks are not. This attack also requires very limited knowledge about the system and
the users. An attacker needs to know only a group of items well liked by the target
segment and needs to build profiles containing only those items.

The study of attack models and their impact on recommendation algorithms can
lead to the design of more robust and trustworthy personalization systems. The notion
of trust, which is essential to the practical success of recommender systems, is further
discussed below. Another important goal is the development of metrics to help quantify
the effect of those attacks (see Section 7).

6.10 Trust

A user study conducted by Sinha et al. found that, in general, two types of recom-
mendations need to be generated by a recommender system. These are trust-generating
recommendations and useful recommendations [55]. They define trust-generating rec-
ommendations as items that the user has previously experienced and suggest that while
these recommendations are not “useful” to the user, they build trust between the user
and the system. They also found that users preferred using trusted sources for recom-
mendations.

However, most collaborative filtering systems base the generation of recommen-
dations simply on the similarity of the target users previous ratings with that of other
users, not explicitly dealing with the issue of trust. This opens such systems to attacks
such as shilling as described in Section 6.9.

Recently researchers have begun looking at how trust can be incorporated into the
recommendations process [89], [121], [122]. Massa and Avesani propose the use of
a “Web of trust”, a social network with users as nodes and directed weighted edges
signifying a level of trust from one user to another. In their implementation of a trust-
aware recommendation system, a user was allowed to rate not just items but also users
based on the usefulness of their reviews/ ratings. Only users trusted by the target user
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were then employed within the recommendation generation process. Through the prop-
agation of trust within the network, users not specifically rated by the target user may
also participate in the recommendation process. Some of the additional advantages re-
sulting from the use of such a trust based social network include alleviation of the new
user problem commonly faced by traditional collaborative filtering systems as well as
attack-resilience [121].

As opposed to depending on the user providing a Web of trust to the recommender
system, O’Donovan and Smyth [122] investigated the possible learning of trust metrics
from the ratings data available within the system itself. They defined two metrics for
trust, one at the profile level and the other at the item level, based on the correctness of
previous recommendations. The trust metric was combined with the similarity metric
during neighborhood formulation.

Herlocker et al. investigated the ability of a recommender system to generate expla-
nations for how individual recommendations were generated [123] . Three key points
within the collaborative approach to recommendation generation that could provide use-
ful information to be communicated to the user were identified as the user profile gen-
eration, neighbourhood formulation and neighbour rating combination for prediction.

They further identified the two key goals of generating explanations. The first was
aimed at building trust with the user through provision of logical explanations for the
recommendations generated. The second was aimed at providing the user with the abil-
ity to identify whether a recommendation is based on weak data. Additional benefits
include improved data collection as a result of involving the user in the recommenda-
tion process and greater acceptance of the recommender as a decision aide. They further
identified over twenty explanation interfaces and evaluated them using volunteer users
of the MovieLens recommender. Of these the most valued feedback were histograms of
ratings by neighbours, past performance of the recommender for the user and similarity
to other items within the user’s profile. Another useful finding of the study was that
explanation interfaces must be simple to be successful and care must be taken not to
overload to the user with information.

While explanations can be viewed positively by users, providing explanations such
as ratings may further influence the user’s own ratings as even simple feedback in terms
of the predicted rating has been shown to influence the user’s own rating [124].

7 Evaluation of Personalization Systems

Evaluation of personalization systems remains a challenge due to the lack of under-
standing of what factors affect user satisfaction with a personalization system. It seems
obvious that a system that accurately predicts user needs and fulfils these needs without
the user needing to expend the same resources in achieving the task as he would have,
in the absence of the system, would be considered successful. Hence personalization
systems have most commonly been evaluated is terms of the accuracy of the algorithms
they employ.

Recent user studies have found that a number of issues can affect the perceived
usefulness of personalization systems including, trust in the system, transparency of
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the recommendation logic, ability for a user to refine the system generated profile and
diversity of recommendations [125], [126], [102].

For a business deploying a personalization system, accuracy of the system will be
little solace if it does not translate into an increase in quantitative business metrics such
as profits or qualitative metrics such as customer loyalty.

Hence the evaluation of personalization systems needs to be carried out along a
number of different dimensions, some of which are better understood that others and
have well established metrics available. The key dimensions along which personaliza-
tion systems are evaluated include

User Satisfaction

Accuracy

Coverage

Utility

Explainability

Robustness

Performance and Scalability

Attempts to measure user satisfaction range from using business metrics for cus-
tomer loyalty such as RFM and life-time value through to more simplistic measures
such as recommendation uptake. For example, the fischlar video recommendation sys-
tem [127] implicitly obtains a measure of user satisfaction by checking is the recom-
mended items were played or recorded.

As stated in Section 2, personalization can be viewed as a data mining task. The
accuracy of models learned for this purpose can be evaluated using a number of metrics
that have been used in machine learning and data mining literature such as mean abso-
lute error (MAE) and area under the ROC curve, depending on the formulation of the
learning task (see Section 2).

In the prediction task, MAE has been commonly used in collaborative filtering liter-
ature [28], [60], [93]. Other accuracy metrics used for the prediction task with numeric
ratings include root mean squared error and mean squared error, that implicitly assign
a greater weight to predictions with larger errors, and normalized mean squared error
[92] that aims to normalize MAE across datasets with varying rating scales. Massa and
Avesani suggest another variant of MAE called the mean absolute user error that calcu-
lates the mean absolute error for each user and then averages over all users [89]. This
was based on their observation that recommender systems tend to have lower errors
when predicting ratings by prolific raters rather than less frequent ones. This metric is
particularly useful when the number of items in the test set per user varies, for example,
if it is based on a percentage of items rated by a user.

Precision and Recall are standard metrics used in information retrieval. While pre-
cision measures the probability that a selected item is relevant, recall measures the
probability that a relevant item is selected. Precision and recall are commonly used in
evaluating the selection task [128], [58], [129]. The F1 measure that combines preci-
sion and recall, has also been used for this purpose task [130], [131].

Coverage measures the percentage of the universe of items that the recommenda-
tion system is capable of recommending. For the prediction task it is calculated as the
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percentage of unrated items, a rating for which can be predicted by the system. An al-
ternative is to calculate coverage as a percentage of items of interest to a user rather
than considering the complete universe of items [132].

Breese et al. suggested a metric based on the expected utility of the recommendation
list [59]. The utility of each item is calculated by the difference in vote for the item and
a “neutral” weight. The metric is then calculated as the weighted sum of the utility of
each item in the list where the weight signifies the probability that an item in the ranked
list will be viewed. This probability was based on an exponential decay. In the context of
navigating a hyperlinked repository, other metrics have also been proposed that measure
utility based on the distance of the recommended item from the current page referred
to as navigation distance [133]. Another factor affecting utility of a recommendation is
the novelty of the recommendation in the context of the overall recommendation list.

A number of metrics have been proposed in literature for evaluating the robust-
ness of a recommender system. Each of these metrics attempt to provide a quantitative
measure of the extent to which an attack can affect a recommender system. Stability
of prediction [119] measures the percentage of unrated (user,items) pairs that have a
prediction shift less that a predefined constant. Power of an attack [119] on the other
hand measures the average change in the gap between the predicted and target rating
for the target item. The target item is the item that the attack is attempting to push or
nuke. The power of attack metric assumes that the goal of the attack is to force item
ratings to a target rating value. Noting that the effect of an attack on an items current
rating is not necessarily going to affect its ability to be recommended, Lam and Her-
locker [61] proposed an alternative metric called the Change in Expected change in
top-N occupancy. It is calculated as the average expected occurrence of the target items
in the top-N recommendation list of users.

The performance and scalability dimension aims to measure the response time of a
given recommendation algorithm and how easily it can scale to handle a large number
of concurrent requests for recommendations. Typically, these systems need to be able
to handle large volumes of recommendation requests without significantly adding to the
response time of the Web site that they have been deployed on.

8 Conclusions and Future Directions

In this chapter, we have provided a comprehensive review of intelligent techniques for
Web personalization. We have taken the view that Web personalization is an application
of data mining and must therefore be supported during the various phases of a typical
data mining cycle. We have described the various explicit and implicit data sources
available along with the typical approaches used to transform this data into useful user
profiles/models that can be used to generate recommendations. We have also described
various approaches to generating recommendations from a set of user profiles/ models.
Research into this topic has raised a number of interesting issues related to the person-
alization process. These are issues that need to be addressed by any personalization
system that aims to provide robust, accurate and useful personalized content to its users.
We also provide a description of the current understanding of how these systems should
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be evaluated, describing some of the most commonly used metrics within personaliza-
tion literature.

While a lot has been achieved in the last decade of research into personalization, a
number of challenges and open research questions still face researchers.

A key part of the personalization process is the generation of user models. Com-
monly used user models are still rather simplistic, representing the user as a vector of
ratings or using a set of keywords. Even where more multi- dimensional information has
been available, such as when collecting implicit measures of interest, the data has tradi-
tionally been mapped onto a single dimension, in the form of ratings. More expressive
models need to be explored.

In particular profiles commonly used today lack in their ability to model user con-
text and dynamics. Users rate different items for different reasons and under differ-
ent contexts. The modelling of context and its use within recommendation generation
needs to be explored further. Also, user interests and needs change with time. Identify-
ing these changes and adapting to them is a key goal of personalization. However, very
little research effort has been expended on this topic to date. This is partly due to the
fact that at the deployment stage, the models used are static due to a trade-off between
expressiveness of the profiles and scalability with respect to the number of concurrent
personalization requests. Recently research has begun to explore user models that are
based on ontological information. These richer profiles have shown promise in compar-
ison to systems that limit user models to a vector representation. However this research
is very much in its infancy and warrants further research.

Memory based approaches traditionally used for personalization suffer from scala-
bility issues with respect to the size of the user base as well as the size of the universe
of items. The applicability of research into instance selection for memory based learn-
ing [134] to collaborative filtering needs to be investigated. Also a number of indexing
mechanisms based on similarity [135] have been proposed. The applicability of these
to sparse data sets typically found in recommender systems needs to be investigated.

With regard to the robustness of recommenders, our understanding of attack models
is still in its infancy as is our understanding of the extent to which these attacks affect the
different approaches to developing recommender systems. Most studies have tended to
evaluate the effect of these attacks on user-based and item-based collaborative filtering.
More research needs to be carried out into how robust other model based and hybrid
approaches to recommendation generation are to these attacks. Little work has been car-
ried out into quantifying how difficult it would be to identify and prevent attacks from
taking place. Data Mining has been applied successfully to network intrusion detection.
Can similar techniques be applied to identifying attacks on recommender systems?

The ultimate goal of personalization is a lift in user satisfaction. However, most
research into personalization has focussed evaluation on the accuracy of predicted rat-
ings and little agreement has emerged as to what factors, other than prediction accuracy
affect user satisfaction. Even less agreement exists with regard to how the effect of per-
sonalization on these factors should be measured. A lot more user studies need to be
carried out to gain a better understanding of these issues. The development of more
personalization exemplars with the necessary infrastructure to conduct large scale user
testing is required. In addition to user satisfaction, more business oriented metrics need
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to be developed to measure the true economic benefit to businesses that deploy such
systems.

User studies have shown explanability of recommendations as an important factor
in user satisfaction, however, most systems for generating recommendations are hard
to explain other than at the generic conceptual level. Explanation facilities developed
in the context of knowledge based systems may provide some useful insights into how
similar facilities can be developed for recommendation systems.

The use of trust within the computation of neighbourhoods has been shown to al-
leviate some of the issues associated with pure collaborative filtering such as the new
user problem and robustness. However they require additional input from users in the
form of trust networks. Some early work into using introspective learning for measuring
trustworthiness of users within collaborative filtering has shown potential and warrants
further investigation.
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Abstract. A computational cognitive model of Web navigation is a
working computer system that simulates human users searching for items
in a Web site. A fully working model must automate aspects of human
perception, decision making and physical control. To successfully predict
human behavior, these automated processes must be consistent with the
cognitive and physical limitations of human users. Predicted behavior
might include which links users select, when they select them and when
they backtrack to previous pages. In this chapter, the necessary capabil-
ities of a working model are described in detail. These include processes
that simulate users scanning a page of links, assessing each link, selecting
a link and deciding when to backtrack. Accurately modeling link assess-
ment for a variety of users is critical for successful predictions and is
perhaps the greatest challenge in creating a useful model. Several ap-
proaches to link assessment are presented. The implementation details
of one model are described, which are then evaluated by correlating the
model’s timing predictions to results from user studies.

1 Introduction

Cognitive models account for human behavior from an information-processing
perspective. As a functioning computer program, these models simulate aspects
of human perception, cognition and decision making as they accomplish some
task. In this way, it offers an account of how humans perform the task. In this
case, the task is Web navigation and the goal is to simulate human users navi-
gating a Web site in order to find the items they are seeking.

Web navigation is perhaps the most common strategy for finding an item
in a Web site (Katz & Byrne, 2003). Sometimes called “browsing,” it involves
identifying relevant links on a Web site and selecting those that will likely lead
to the sought-after item. Usually several iterations of page scanning and link
selection are required before the targeted item is found. Often some backtracking
is needed for cases when misleading links are selected.

A contrasting strategy is the use of a site’s keyword search facility. Sometimes
simply called “search,” this method requires the user to specify some query terms
that hopefully identify the user’s content goal. The site’s search facility then
returns a page of links relevant to the specified terms. Keyword search requires
the user to recall relevant terms whereas the principal cognitive skill for Web
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navigation requires the user to recognize relevant terms. While both strategies
have their uses, some empirical studies suggest that users more frequently employ
Web navigation and, when they do, are more likely to find the targeted item
(Katz & Byrne, 2003; Campagnoni & Erlich, 1989).

Both Web navigation and keyword search have an assumption that the user
has some kind of content goal that may be ultimately fulfilled on a content page.
This goal may be well defined in the form of a specific object or it may refer to
a general category of items. This assumption may not be true for some styles of
Web interaction. For example, users may choose to interact with a Web site to
merely review its contents.

While Web navigation does not account for all the ways in which users may
interact with a Web site, it is perhaps the predominate activity. Web designers
develop Web sites with the aim of supporting effective Web navigation. With
this in mind, a model of Web navigation provides a substantial account for how
users interact with Web pages and is of considerable interest to those who design
them.

A cognitive model of Web navigation is useful in a variety of ways. Assuming
the model reasonably approximates human usage, it predicts human behavior.
Its predictions indicate which links users will select and when users backtrack to
previous pages. By assigning time costs to its actions, the model can predict the
time required to find a targeted item. With little cost, the model can provide
predictions for a range of parameters on a variety of structures. The working
model can run in place of user studies. Unlike user studies, the model also offers
an explanation of human behavior. This insight allows a designer to understand
the impact a change in design might have or how a result might generalize to
other structures.

In this chapter, I review the Web navigation task and discuss approaches to
model it. I start by describing the cognitive activities that support Web nav-
igation and discuss several approaches to modeling each. Then I review one
particular model called MESA, including what it models, some evaluation re-
sults, and how it has been useful. I present some challenges that still need to be
addressed. Finally, I discuss some of MESA’s implications on intelligent systems
that try to infer the intent of users.

2 Performing Web Navigation

A complete cognitive model of Web navigation must account for the following
activities that support the task:

— Visually scanning links on a page

— Assessing links with respect to the user’s navigation goal.

— Selecting links.

— Assessing when to return to a previous page to attempt an alternate path.

For now, it will be convenient to analyze these activities separately, but later
we will consider examples where these activities strongly interact and mutually
determine what strategies are used.
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2.1 Visually Scanning a Web Page

When users encounter a navigation page, they typically identify the links on the
page and sequentially attend to them. In the simplest case, the page provides a
serial list of links that imply a logical order in which they should be evaluated.
For example, the links could be arranged vertically from top to bottom and thus
imply the order in which many users would scan them.

While many Web pages use a simple serial layout, perhaps most pages present
an arrangement of links whose spatial placement by itself does not imply a scan-
ning order. Visual attributes such as motion (e.g. blinking elements), large fonts
or bright colors generally attract a user’s attention. Faraday (2000) has incor-
porated these visual attributes into a working model that indicates a plausible
order in which users would scan a page. The model also follows a left-to-right,
top-to-bottom scan after the starting point has been determined.

Often a Web page groups links that are related to each other and labels the
grouping with a higher level category. In these cases, users usually choose to
scan the group labels before they consider the link selections within each group
(Hornof & Halverson, 2003).

Users’ experiences with Web sites may also influence the order in which they
scan a page. For example, many users have learned that the content in banner
advertisements do not contain content that interest them. Consequently many
users skip their links (Benway, 1998) even if they cannot entirely ignore them
(Burke, Gorman, Nilsen, & Hornof, 2004).

Also, many Web sites have adopted a consistent scheme for placing links on
pages. Top level categories may be placed horizontally at the top of the page
and secondary categories may be displayed vertically at the left side of the page.
Users who learn this scheme may only scan the links pertinent to their navigation
goals.

2.2 Link Assessment

As users attend to each link while scanning a page, they assess the link label
with respect to their navigation goal. They gauge how likely the link will lead
to the target. Various terms have been used for this subjective measure. They
include residue (Furnas, 1997), relevance (Young, 1998) and information scent
(Pirolli & Card, 1999).

Sometimes the assessment is trivial. A user may see the exact text or image
that precisely matches the navigation goal. In these cases, the assessment can be
made based on the superficial properties of the label. For example, if the user is
looking for bicycles, the string “Bicycles” or an image of a prototypical bicycle
immediately indicates that selecting this link will lead to these items.

Other times the user needs to assess the link label as a category and evaluate
the extent to which the user’s navigation goal belongs to the category. For ex-
ample a search for bicycles may involve assessing a link labeled with “Sporting
Goods.” A useful proxy for category membership is semantic similarity. Analysis
tools such as Latent Semantic Analysis (LSA) produce a similarity metric for
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a pair of phrases (Landauer & Dumais, 1997). These pairs may correspond to
the navigation goal (e.g. bicycles) and the label (e.g. “Sporting Goods”) and
the resulting similarity metric can indicate the label’s relevance. LSA has been
used to evaluate label quality in Web applications (Blackmon, Kitajima, & Pol-
son, 2003). Later in this chapter, I will further discuss various approaches for
estimating link relevance.

2.3 Link Selection Strategies

Assessing relevance of a link label may not in itself determine whether the link
will be selected. A link selection strategy may depend on a threshold. If the rele-
vance is above an established threshold, the link is selected. Otherwise, scanning
proceeds to the next link for assessment. The threshold may be lowered for a
secondary pass if the first pass failed to identify successful links.

An alternate selection strategy is link comparison. A user may first assess
several links and then select the link with the highest relevance. Cognitively, the
comparison strategy requires more resources than the threshold strategy since
the user must remember the highest link value and where the link is located
(Miller & Remington, 2004). Determining which strategy is more efficient de-
pends on the quality and distribution of the links labels. For a well designed
page that has one relevant link and no misleading links, the threshold strategy
is more efficient since the relevant link is selected as soon as its label is assessed.

So far, we have assumed that these three abilities are modular activities.
However, they may interact in practice. For example, if the user already knows
the visual features for identifying the label, the user may use a preattentive
search strategy. For some visual features such as color, the desired target draws
the user’s attention without requiring a serial scan (Triesman & Souther, 1985).
In one study, users were able to identify and select the color-coded link without
scanning and assessing the other links on the page (Ehret, 2002). In another
study, there is evidence that users can evaluate multiple targets at once if they
know the actual text of their target (Hornof & Halverson, 2003).

2.4 Backtracking Strategies

Sometimes users select links that do not lead to the target. With this possi-
bility in mind, they must continually reassess if they are pursuing a path that
will lead them to their goal. For one strategy, they may decide to return to
the previous page when they no longer see links whose relevance exceeds their
selection criterion. Alternatively, they may choose to lower their criterion mo-
mentarily to remove any doubt that they have made the wrong selection. In
previous work, Roger Remington and I provide accounts of this second strategy
(Miller & Remington, 2002). We call this the opportunistic strategy since users
can explore less likely options on the current page while the opportunity presents
itself. If none of these options succeed, they can confidently rule out this path
and return to the previous page.
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3 Modeling Approaches

There are no comprehensive cognitive models of Web navigation. Some models
have focused on how users scan menus (Byrne, 2001; Hornof & Halverson, 2003)
and Web pages (Faraday, 2000). Other models account for how users navigate
through a sequence of pages (Lynch, Palmiter, & Tilt, 1999; Chi, Rosien, Supat-
tanasiri, Williams, Royer, Chow, Robles, Dalal, Chen, & Cousins, 2003). While
some of the models operate on actual Web sites (Lynch et al., 1999; Chi et al.,
2003), none consider the visual attributes in a page for constraining the order in
which links are evaluated and selected.

Usually the construction of a cognitive model starts with idealized assump-
tions. For example, the Max Model (Lynch, Palmiter, & Tilt, 1999) assumes
that the user always selects the links that lead to the target. It predicts navi-
gation times by summing typical costs of the user actions needed to reach the
target. Card, Moran and Newell (1983) show that this approach can be effective
for predicting task completion times of practiced users, but it is not clear how
well the predictions of the Max Model correspond to actual users navigating a
Web site (Pirolli & Card, 2000).

Other approaches use bounded rationality as a guiding principle for con-
structing a working model. Here the assumption is that people generally act in
ways that will efficiently achieve their goals, at least within the bounds of their
knowledge, cognitive resources and physical abilities. Bounded rationality and
its variants have a long history for their successful application in predictive mod-
els (Simon, 1981Anderson, 1990). Rational analysis has led to predictive models
of information foraging (Pirolli & Card, 1999). For Web navigation, the SNIF-
ACT model is constructed using ACT-R, a cognitive architecture motivated by
rational analysis (Pirolli & Fu, 2003). MESA is a cognitive model of Web nav-
igation I developed with Roger Remington (Miller & Remington, 2004). In the
next section, I describe our approach to using principles of bounded rational-
ity and abstraction in developing the model. A more detailed description with
extensive traces appears in Miller and Remington (2004).

4 The MESA Model

In developing MESA, we followed three principles:

— The limited capacity principle
— The simplicity principle
— The rationality principle

Combining the limited capacity principle and the rationality principle is
our approach to bounded rationality. We construct the model using navigation
strategies that minimize cognitive resources. For example, as we have noted,
the threshold strategy for selecting links minimizes memory requirements (lim-
ited capacity principle) while also being effective for most scenarios (rationality
principle).
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We are also interested in a model that is reasonably easy to understand,
implement and replicate. With the simplicity principle, we seek a model that
approximates human behavior to produce useful predictions while avoiding com-
plexities that provide only marginal benefits. For example, MESA assumes a
fixed time cost for assessing the relevance of each link. While actual time costs
certainly vary as a function of label length, label relevance and the user’s reading
ability, it is not clear if an account of these variations would produce substan-
tially better predictions since the variations may average out in actual usage.

4.1 Modeling the Web Site and Web Browser

At this time, MESA does not interact with actual Web sites. Instead, its simula-
tions run on abstract representations. While these representations do not specify
the visual attributes of the site’s pages, they indicate site’s abstract structure,
often called the information architecture.

Figure 1 shows a simple example of an abstract site structure. The rectangle
at the top represents a starting page with four links. Each of those links leads
to additional pages, each with two links. The shaded rectangle represents the
page that has the user’s target or navigation goal. Each link is represented with
a number from 0 to 1. Based on the label for the link, this number represents
the user’s subjective assessment of how likely selecting the link will lead to the
target. This assessment is made independent of the other links on the page. In
this way, a page may have any number of links with relevance assessments close
to one.

The numbers correspond to one user’s assessment. A different user may eval-
uate the link labels in a different way. Thus, this representation models a site
and a user’s interpretation of its link labels with respect to the user’s navigation

Fig. 1. Abstract representation of a Web site



Modeling Web Navigation: Methods and Challenges 43

goal. In the next section, I will review some methods for obtaining relevance
assessments based on real link labels.

These structures can represent different cases. For a well designed Web site,
the most relevant links lead to the user’s goal. This is the case for the top level
page for the site in Figure 1. However, the second page (with links marked .8
and .2) has a misleading link. That is, a highly relevant link (.8) does not lead to
the target. For this representation, the user must select the less relevant link (.2)
in order to find the target. Figure 1 thus represents well designed links at the
top level and a misleading link at the second level. By manipulating the values
that correspond to relevance assessments, this representation scheme can model
well designed sites, where the most relevant links lead to the navigation goal,
and poorly designed sites, which consist of many misleading links.

We simulate the most common operations of a Web browser:

— Selecting a link
— Pressing the back button
— Highlighting which links have already been selected

In one study of Web usage, selecting a link and pressing the back button
comprise of more than 80% of Web navigation actions for viewing a page.

4.2 MESA Strategies

Applying our principles of Web design, we have implemented the threshold strat-
egy for selecting links and the opportunistic strategy for temporarily delaying
when to retreat to a previous page. For this strategy, the threshold may be low-
ered for a secondary pass in order to explore marginally relevant links before it
returns to the previous level.

At this time, MESA makes no commitment on the order in which links are
scanned. Eventually we would like to incorporate visual rules that determine this
order. For now, we either work with simple designs that imply an order (e.g. a
list running from top to bottom) or we randomize the order in our simulations.

The flowchart in Figure 2 summarizes the threshold and opportunistic strate-
gies. Starting with a new page, it scans links in a serial order. If it assess a link
whose relevance exceeds the threshold, that link is selected. Otherwise, it contin-
ues scanning and assessing links. When it reaches the end of the page, it rescans
the page a second time with a lower threshold unless one of the following is true:

— The threshold has already been lowered.
— The model can determine that it did not encounter any marginally relevant
links on the first scan.

To recall the presence of a marginally relevant link, the model keeps one
memory bit that indicates whether such a link was encountered. To model the
short-term memory of a human (limited capacity principle), it loses this memory
when it selects a link to scan a new page. In these cases, the model may perform
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Fig. 2. Flowchart summarizing MESA’s strategies

a second scan when it returns even if it had not encountered any marginally
relevant links on this page.

The model also maintains a limited memory for the threshold at a previous
level. If the memory capacity has not been exceeded, the model can restore
its threshold to the pre-existing value. We have explored the effects of various
memory limits elsewhere (Miller & Remington, 2004).

To illustrate how MESA navigates an example structure, let us consider
Figure 1. For this example, we will use .5 as the initial selection threshold.
Starting with the first link at the top level (.0), its value is not close to the
threshold. Link scanning proceeds to the second link (.7). This value is above
the threshold and the model selects it. The next page appears. The first link
on this page (.8) is above the threshold. The model selects it but finds that
this link does not lead to the target. Returning to the second level, the model
scans the next link (.2) but does not select it because it is below the threshold.
However, before the model returns to the top level, the opportunistic strategy
temporarily reduces the threshold to .1. Rescanning the page, it then selects
the second link and finds the target. If the model had not found the target, it
would have returned to the top level and continue scanning using the original
threshold. At this level, it may reduce the threshold after the initial scan if it
still does not find the target.

As the model simulates Web navigation, it employs three basic operations:

— Assess the relevance of a link label
— Select a link
— Return to the previous page (i.e. press the “Back” button)

By assigning plausible time constants to these operations, the model can
predict the amount of time needed to find targets in a Web structure. In one of
our studies, we obtained good absolute fits with 500 milliseconds for assessing a
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link’s relevance, 2.5 seconds for selecting a link and 1.5 seconds for returning to
the previous page.

Not every user employs the threshold and opportunistic strategies like our
model. For example, Howes, Payne and Richardson (2002) provide evidence that
some users consider the relevance of competing links at the top level for deciding
whether to pursue less relevant links at a secondary level. However, it is less clear
if a substantial number of users employ this strategy under most circumstances.
In the case of the Howes et al. study, menu structures consisted of only 2 links per
page. Moreover, it appears that many participants might have used strategies
consistent with MESA. With this mind, our approach is to continue with the
simpler modeling strategies as long as they produce reasonably accurate timing
predictions.

Despite the simplicity of MESA’s strategies, the model accounts for a broad
range of user behavior. If each visited page contains one link with high relevance
and the remaining links with low relevance, the model quickly navigates deep
into the Web site’s structure. Alternatively, if the top level page has several
links with high relevance each leading to pages with low relevance links, the
model exhibits shallow exploration. Intermediate exploration behaviors are cre-
ated by modeling various distributions of link relevance across the pages. Thus,
the simple threshold and opportunistic strategies yield a range of behaviors as
determined by link relevance. Our working hypothesis is that these strategies
provide a useful approximation for understanding most users as they navigate
Web sites. We may ultimately consider more sophisticated strategies but only if
they achieve substantially better correlations to human behavior.

4.3 Assessing Link Relevance

For its simulations, MESA requires relevance assessments for the links in the
structure. One method for setting relevance values involves starting with a Web
site whose links are ideally labeled. That is, the links that lead to the target
are valued at 1.0 and the links that do not lead to the target are valued at 0.0.
This structure represents a perfectly designed Web site for a user and a navi-
gation goal. We can then create less ideal sites by adding random noise to the
link values. Adding more noise increases the probability that the model selects
misleading links, that is, links that do not lead to the target. We have used this
approach to show how the model replicates results in a user study that compared
the effectiveness of three different structures (Larson & Czerwinski, 1998). Here
effectiveness is defined as the average time required to find targets. With suffi-
cient noise, the model’s simulated times ranked the effectiveness of the structures
in the same order as that of the user study.

A second approach is to employ human raters. For the results in Miller and
Remington (2004), we and a third judge rated text labels with respect to a target.
Each label-target pair received one of three discrete ratings: probably lead to the
target, possibly but unlikely lead to the target, and highly unlikely to lead to the
target. By assigning values to these categories (respectively 1.0, 0.5 and 0.0), we



46 C.S. Miller

obtain numerical averages and variations. More recently, I have collected ratings
from larger samples. I will review these results in the next section.

Assigning random noise to ideal relevance values is a low-cost method, but
it assumes a general level of quality throughout the site. The use of human
raters provides a better assessment but requires costly procedures for collecting
the ratings. We are considering automatic methods for assessing label relevance,
which I further explore later in this chapter.

5 Evaluation

We have assessed MESA’s validity by comparing its predictions to results from
human user studies (Miller & Remington, 2004). At the abstract structural level,
we have reported how MESA produces results that are consistent with those in
several menu selection studies (Miller, 1981; Snowberry, Parkinson, & Sisson,
1999) as well as the Web study by Larson and Czerwinski (1998). We also re-
port our own user study where we asked human participants to find 8 department
store items in structures consisting of nearly 500 items. We used our judged rat-
ings (3 raters) to create relevance values for the MESA simulations. To account
for variation among the site’s human users, we ran the simulations on structures
that had relevance values spread along a normal distribution as defined by the
average and standard deviation of the judged assessments. In this way, the sim-
ulations always used the same relevance values for when the judges agreed on
the value but used a range of relevance values for when the judges disagreed.
The simulated times were then averaged across 1500 runs (100 for each human
participant) producing a total of 24 predicted times (8 targets on three different
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Fig. 3. MESA’s predictions compared to actual navigation times



Modeling Web Navigation: Methods and Challenges 47

structures). These simulations produced timing predictions that had a Pearson
correlation of 0.79 to the navigation times.

While there is some precedent for using expert judgments to evaluate user
interfaces (e.g. see Nielsen and Mack, 1994, for a collection of methods involv-
ing expert assessments), it is not clear how well these judgments match the
behavior of real users. With the goal of obtaining more accurate relevance as-
sessments, I asked 17 human participants to rate the labels for each of the 8
targets. These participants were recruited using the same method as the user
study. Even though there was some disagreement between these ratings and the
judged ratings (the Pearson correlation is .74), the simulated predictions from
these 17 participants only produced a marginally greater correlation (.81) to the
navigation times from the user study. Figure 3 shows how the predicted times
of the model match those produced by human users. The x-axis shows the times
predicted by MESA and the y-axis shows the average time for the participants.
To produce the simulated times, the time costs for evaluation, selection and
return were respectively 500 milliseconds, 2.5 seconds and 1.5 seconds.

At this time, it is not clear if better predictions will come with more accurate
assessments of label relevance or by revising the model so that its strategies
better match those of human users. A future goal is to obtain better relevance
assessments by having the same human users provide the assessments and the
navigation times.

6 Future Directions for Assessing Relevance

Collecting assessments of label relevance from a large number of users is reason-
able and necessary for validating the model. However, the use of a large number
of human raters is too costly as a routine method for evaluating the quality of a
Web structure. Asking human users to rate labels requires about as much time
as asking them to perform the actual navigation tasks. Using a small number of
expert judges is more feasible but runs a greater risk of being less reliable. Even
with a reduced number of human raters, the expense of an exhaustive assessment
is considerable. For example, a site with 1000 targets and 100 category labels
requires 100,000 assessments.

While it may be possible to effectively use a more manageable representative
sample of human-rated assessments, a simulation performing a comprehensive
evaluation would need to use some kind of automatic method. At this time,
there does not appear to be any method that is currently able to replace human
assessments of label relevance. Here I review some approaches, their current
shortcomings and possible directions for improvement.

6.1 Co-occurrence of Label and Target

If one has access to documents that contain the site’s labels and targets, one can
use the frequency of how often the label and target co-occurs as the basis of a
similarity measure. A useful measure results by normalizing the frequency with
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respect to how often the label and the target appear independently. Pirolli and
Card (1999) have successfully used co-occurrence to predict user behavior in an
information foraging task. More recently, Pirolli and Fu (2003) used the Web for
their model of Web navigation.

Successfully using co-occurrence requires that the label and the target fre-
quently appear in the body of documents. Web search engines provide access
to a large number of Web pages increasing the likelihood that full label and
target names appear with a sufficient frequency. However, some specialty items
may still not appear with enough frequency. For example, the site for our user
study has the item “Tripod grill” and its relevance to the category “BBQ Tools
and Gadgets” needs to be assessed. Unfortunately a Web search engine did not
identify many pages with the full names: 94 pages for “Tripod grill”, 3 pages
for “BBQ Tools and Gadgets” and 1 page for them combined. These numbers
are too small to reliably assess relevance. Of course, stemming the words and
breaking up the phrases would increase the number of matches, but this would
then lose contextual information.

6.2 Latent Semantic Analysis

Latent Semantic Analysis (LSA) provides a similarity measure that could be used
for relevance. Like counting co-occurrences, it depends on a body of documents.
However, its measure is not fully determined by how often the label and target
appear together. Also word order is not considered. Instead it treats the compo-
nent words as vectors and vector similarity depends not just on co-occurrence
but also how often related words appear together.

Without word order as a consideration, LSA requires extended text to to
provide the context. Blackmon, Kitajima and Polson (2003) used LSA for diag-
nosing usability problems in Web sites by describing the navigation goal with a
lengthy segment of text (100-200 words). However, the shorter names of labels
and targets in the domain of our user study do not appear to be sufficiently rich
for successfully applying LSA. When examining the text labels that led to the
navigation goals of our user study, the correlation between the relevance ratings
produced by LSA and the judged ratings was only .28 and not significant (p
= .18). These LSA similarity ratings were calculated using the LSA Web site
(http://lsa.colorado.edu, accessed February 3, 2003). It is probable that better
correlations would come from an analysis based on a larger body of documents
containing text more relevant to our domain.

6.3 Wordnet

One shortcoming of using a similarity metric is that it does not distinguish
between category membership and other similarity relationships. For example,
most users would not select a link labeled “Tricycles” in order to find bicycles.
Yet, a simple similarity measure would indicate a high level of similarity between
this label and this navigation goal.

Wordnet is an online database of words and phrases that provides relational
connections between the entries (Miller, 1995). Among the connections is the
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hyponymy connection denoting category membership. This relation could be
useful in distinguishing between general similarity and category membership.
While there exist Wordnet-based measures that could serve as relevance mea-
sures (see Pedersen, Patwardhan, and Michelizzi, 2004, for a summary ), measures
of category membership that could extend to assessing relevance have yet to be
developed. Moreover, additional work is needed to extend the database to labels
that are not explicitly noted in the database.

6.4 Modeling Variation Among Users

For any of these approaches, it is not enough for them to return measures of
relevance that would be useful for information retrieval. If our goal is to model
users, a valid method must be able to model a range of users. With human
raters, we can simulate user variation by creating multiple sets of assessments
whose levels vary as a function of the variation in the human ratings. For au-
tomated similarity measures, we need approaches for simulating this variation.
For example, we may find that the least common terms in corpora produce the
greatest variation of assessments among humans. If so, frequency of occurrence
may serve as a good source for simulating assessment variation.

7 Implications for Intelligence Systems That Infer User
Intent

Our results indicate that MESA’s opportunistic strategy is a useful describing
human navigation patterns. This has implications for an intelligent system that
tries to infer a user’s intent based on the user’s link selections. This includes
systems that analyze Web server logs with the goal of determining what the
user was looking for. It also includes recommendation systems.

Figure 4 shows an example structure where a user’s link selections may mis-
lead a system that is attempting to infer the user’s intent. Scanning from left to
right, the user would select the second link in Page A (valued at .6). Page C is
then scanned. On the first pass, no links are selected, but MESA predicts that
the user will perform a second pass at a lower threshold that would cause all of
these links to be selected. The user returns to Page A only after learning that
all of these links do not lead to the selected target. If the user’s memory allows
it, the threshold is restored to its original value (e.g. .5) when returning to Page
A. Otherwise, the third link on Page A (valued at .2) might also be selected as
well as two links on Page D. It is only after these choices are exhausted would
the user select the highly relevant links that lead to the target (assuming that
the user has not given up).

This navigation of the site in Figure 4 illustrates how users may select many
links whose labels are only marginally relevant to their navigation goals. In this
way, most of the selected links are not good indicators of user intent. If an
intelligent system were to consider the site structure and the sequence of link
selections, it might do well to disregard (or at least minimize the influence of)
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Fig. 4. Example structure that may mislead intelligent systems

link selections made on lower pages if the user eventually returns to a higher
level to try other links.

8 Closing Comments

In the long term, we would like to see systems like MESA simulate users on
actual Web sites with the goal of providing useful feedback on the accessibility
of the site’s content. In the place of costly user studies, the model would simulate
users and indicate where real users would encounter difficulties. Of course, the
construction of this kind of model would need to overcome some challenging
obstacles, some of which I have reviewed here.

Still, even in its current form, models like MESA have been useful. Already
we have applied MESA to resolve issues addressing the optimal number of links
per page. We also envision using MESA early in the design process to compare
the effectiveness of different structures. At this point in the development pro-
cess, the abstract representations are appropriate and relevance values can be
determined using a combination of methods. Finally, models like MESA give us
an understanding of human behavior. This insight has a range of uses including
a better understanding of what may be inferred when a user selects a link.
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Abstract. Information personalization is fertile ground for application
of AT techniques. In this article I relate personalization to the ability to
capture partial information in an information-seeking interaction. The
specific focus is on personalizing interactions at web sites. Using ideas
from partial evaluation and explanation-based generalization, I present
a modeling methodology for reasoning about personalization. This ap-
proach helps identify seven tiers of ‘personable traits’ in web sites.

1 Introduction

Web personalization has become so pervasive that, as an enabling technology,
it transcends a constantly growing set of applications in electronic commerce,
knowledge management, information access, social schemes for decision making,
and user interfaces. In some application contexts, personalization has come to
occupy such a central role that it is now difficult to imagine a user experience
without it. For instance, Riedl [1] estimates that there are at least 23 different
types of personalization at Amazon’s e-commerce site!

The word ‘personalization’ lends itself to many individual interpretations,
all of which indisputably provide some form of customization. There are broadly
two schools of thought. The first adopts the viewpoint that to qualify as person-
alization research, an approach must employ some form of user model, obtained
implicitly or explicitly. The notion of user model is itself a rich one, and can
range from simple aggregations of usage patterns by analyzing weblogs [2,3] or
transaction records to richer representations of capabilities, interests, and prefer-
ences, e.g., see research in adaptive hypermedia [4]. The second school of thought
de-emphasizes user models in favor of a flexibility of information access, typi-
cally via multiple interaction pathways or dialogs through a site. Here the idea
is that by placing fewer constraints on interaction, the user experience can be
more personalized, although there is no ‘understanding’ of the user per se by the
system. Examples here are faceted browsing interfaces [5] and conversational
systems [6].

This chapter grew out of an attempt at trying to answer the question: What
does it mean for a web site to be personable? Rather than stop at the cliched
observation that there are many forms of personalization [7], we are interested
in deriving some long lasting attributes of personalization solutions, especially
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with an eye toward accommodating both schools of thought mentioned above.
Of course, this is a difficult goal and we will necessarily make some simplifying
assumptions. Nevertheless, the ideas described here are not too abstract as they
capture a wide variety of practical personalization situations, referred to here as
traits.

2 Personalizing Interaction

Let us start with the working assumption that a website is personable if it allows
a user’s information seeking goals to be met effectively. A user’s interaction with
a web site can be thought of as a dialog between the user and the underlying
information system, using the communication facilities afforded by the web site.
Thus, when the user clicks on a hyperlink or submits data in a form, information
is implicitly communicated from the user to the system. In response, the system
presents information back to the user (including opportunities for further user
input). Many such dialogs happen in a browsing context.

Consider a hierarchical US Congressional website, where the user progres-
sively makes choices of politician attributes—state at the first level, branch at
the second level, followed by levels for party, and district/seat—Dby browsing (see
Fig. 1). Imagine how a user would pursue the following tasks:

1. Find the webpage of the Democratic Representative from District 17 of
Florida.
2. Find the webpage of each Democratic Senator.

s Congressional Dfficials - Moaiifa [Billd 0: 2003082703}

What state are you interested in?

Arkansas Calfornia Colprade Connecticyt |
Delavware District of Columbia K Georgla =
0= O | 1 S

U Comgnessional Dfficials - Maaliia [Bulid ID: 2003082703;

What branch of Congress are you Interested In?

Srenatn

*

. [ —

ey @i | | EC

4

U Comgnessional Dfficials - Maziila [Bulid ID: 2003082703;

What political party are you interested in?
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. [ —

O e i 1 =l

4

Fig. 1. In-turn interaction with a website
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Fig.2. A web session illustrating the use of out-of-turn interaction in a US congres-

sional site. This progression of interactions shows how the (Democrat, Senate, Georgia,

Senior) interaction sequence, which is indescribable by browsing, may be realized. In

steps 1 and 2, ‘Democrat’ and ‘Senate’ are spoken out-of-turn (resp.) when the systems

solicits for state. In step 3, the user clicks ‘Georgia’ as the state (an in-turn input).

The screen at step 4 shows that only the Senior Senator from Georgia is a Democrat,

and leads the user to his homepage.
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The first task can be satisfied by typical drill-down browsing because it in-
volves supplying responsive information at each level (click ‘Florida’ first, ‘House’
next, and so on). Such an interaction where the user merely clicks on presented
hyperlinks is called an in-turn interaction (see Fig. 1). The word ‘in-turn’ is
drawn from conversational nomenclature and refers to a turn-taking scenario
where the website queries for a certain aspect of politician at each turn, and the
user makes choices for these aspects in the order in which they are requested.
Notice that each hyperlink click, or in-turn input, communicates partial informa-
tion about the desired politician. Achieving the second task by communicating
only in-turn information would require a painful series of drill-downs and roll-
ups, in order to identify the states that have at least one Democratic Senator,
and to aggregate the results. While the user has partial information about the
desired politicians, s/he is unable to communicate it by in-turn means. For in-
stance, at the outset the user would like to specify that she is interested in
Democratic Senators whereas the website is requesting a specification of state
instead.

Out-of-turn interaction is our solution to support flexible communication of
partial information not currently requested by the system. One manifestation
is to allow the speaking of utterances into the browser. Fig. 2 describes how
we can use it to achieve Task 2 above. At the top level of the site, the user is
unable to make a choice of state, because s/he is looking for states that have
Democratic Senators. S/he thus speaks ‘Democrat’ out-of-turn, causing some
states to be pruned out (e.g., Alaska). At the second step, the site again solicits
state information because this aspect has not yet been communicated by the user.
The user speaks ‘Senate’ out-of-turn, causing further pruning (e.g., of American
Samoa), and retaining only regions that have Democratic Senators. At this point,
the goal has been achieved (the user notices 31 states satisfying the criteria), and
s/he proceeds to browse through the remaining hyperlinks. Notice that these are
contextually relevant to the partial information supplied thus far, so that when
‘Georgia’ is clicked, there is only one choice of seat (Senior) implying that the
other Senatorial seat is not occupied by a Democrat.

Out-of-turn interaction should be contrasted with the typical solution
adopted in today’s websites, namely faceted browsing that enumerates all possible
dialog options in the site design, i.e., in-turn. Directly supporting all permuta-
tions of facets in the browsing structure in this manner results in a cumbersome
site design, with a mushrooming of choices at each step. Out-of-turn interaction
must also be viewed distinctly from search engines, which are characterized by
specification of complete information. In this case, the interaction is terminated
by returning a flat list of results, which curbs the user-site dialog. OOT inter-
action continues the dialog and situates future dialog choices (e.g., hyperlink
options) in the context of previously supplied partial information.

Since out-of-turn interaction is unintrusive, optional, and preserves the closed
nature of navigation through the site, it can be interleaved with hyperlink clicks
as many times as desired (the stateful implementation of these interactions de-
scribed below also allows the user to utilize the back-button for backtracking
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purposes). Such an interaction, with both in-turn and out-of-turn elements, is
called a mized-initiative interaction [8,9]. An interaction with only in-turn in-
puts, in contrat, can be referred to as a site-initiated interaction.

2.1 Representational Approach

Interestingly, both site-initiated and mixed-initiative interactions can be sup-
ported in the same dialog programming model! To see how, it is helpful to think
of modeling a website as the program of Fig. 3 (left) where the nesting of con-
ditionals reflects the hierarchical hyperlink structure and each program variable
denotes a hyperlink label. For an in-turn sequence, the top series of transforma-
tions in Fig. 3 depicts what we want to happen. For the interaction of Fig. 2,
the bottom series of transformations depicts what we want to happen (For ease
of presentation, we are considering only the party, state, and branch of Congress
aspects). Notice that both sequences start and end with the same representation,
but take different paths.

The first sequence of transformations corresponds to interpreting the pro-
gram in the order in which it is written, i.e., when the user clicks on ‘Georgia,’
that variable is set to one and all other state variables (e.g., ‘Alabama’) are set to
zero, and the program is interpreted. This leads to a simplified program that now
solicits for branch of congress. The second sequence of transformations involves
‘jumping ahead’ to nested program segments and simplifying them even before
outer portions are evaluated. Such a non-sequential evaluation is well known in
the programming languages literature to be partial evaluation ([10]; see Fig. 4),
a technique for specializing programs given some (but not all) of their input.
Thus, when the user says ‘Democrat’ out-of-turn, the program is partially eval-

" (Alabama) if (Senate) if (Democrat)
if (Alaska) Georgla if (Democrat) Senate 1+ Zell Bryan Miller*/
if (Senate) I Zell Bryan Miller */ if (Rep .
if (Republican) if (Republican) * C. Saxby Chambliss */
* C. Saxby Chambliss */

if (House) if (House) Democrat
if (Republican)

if Arl-znona

if &:alifomia)
if (Arizona)
if (Georgia) _
if (Senate) if (California) Al’glu
if (Democrat)

* Zell Bryan Miller */ if (Georgia) .
if (Republican) if (Senate) if (Alabama)
I* C. Saxby Chambliss */ 1* Zell Bryan Miller */
if (House) > if (House) > if (California)
Democrat | - Senate L .
if {Virginia) if (Virginia) if (Georgia)
* Zell Bryan Miller */

Fig. 3. Staging dialogs using program transformations. The top series of transforma-
tions mimic an in-turn dialog with the user specifying (Georgia: Senate: Democrat),
in that order. The bottom series of transformationscorrespond to a mixed-initiative
dialog where the user specifies (Democrat: Senator: Georgia), in that order.
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int pow(int base, int exponent) { int pow2(int base) {
int prod = 1; return (base * base);
for (int i = 0; i < exponment; i++) }
prod = prod * base;
return prod;

}

Fig. 4. Illustration of the partial evaluation technique. A general purpose power func-
tion written in C (left) and its specialized version (with exponent statically set to 2) to
handle squares (right). Automatic partial evaluators (e.g., C-Mix) use techniques such
as loop unrolling and copy propagation to specialize given programs.

uated with this variable set to one (and ‘Republican’ set to zero). The simplified
program continues to solicit for state at the top level, but some states are now
removed since the corresponding program segments involve dead-ends. Notice
that since PE can be used for interpretation, it can support the first interaction
sequence as well.

This simple example shows that what is important is a representation of
interaction and an expressive operator (PE) for supporting personalization. We
say that a representation is personable for a user’s information-seeking activity if
there is a sequence of partial evaluations of the representation that can support
the activity.

A realistic dialog model for interacting with websites requires a complete
suite of representation and transformation options, for details see [11]. In addi-
tion, there are often interesting dependencies underlying attributes that should
be harnessed in the personalization system. For instance, if the user says ‘Senior
seat,” he is referring to a Senator, not a Representative. Saying ‘North Dakota’
and ‘Representative’ in the current political landscape defines a unique member
of Congress (no party information is needed), and so on. This is very similar
to query expansion strategies utilized in information retrieval systems or asso-
ciation rules applied to web site restructuring [2]. For instance, the association
rule ‘Senior Seat = Senator’ holds with confidence 100% in the site structure,
immediately suggesting a possible expansion of the input. In [11] we generalize
these ideas and present a theory of ‘staging transformations’ that helps reason
about what partial input has been specified thus far, whether it is legal, whether
such input can be expanded, and perhaps even remove the need for further in-
teraction. Essentially, we can think of staging transformations as a combination
of site transformations and pruning operators, based on partial input. The cited
reference further describes robust and scalable XML-based technology for large
websites as well as user studies with this approach.

3 More Choices of Representations

Partial evaluation is one way to exploit partial information via a representa-
tion. Explanation-based generalization (EBG) is another. Even though they are
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computationally equivalent [12], we will begin by making a distinction and later
show the implications of their equivalence for personalization.

With PE, a user experiences personalization because the site allows him
to provide partial information. With EBG, a user experiences personalization
because the site knows some partial information about him. EBG is thus best
understood here as a technique that incorporates partial information prior to
a user interaction, whereas PE incorporates partial information during a user’s
interaction.

We introduce EBG by considering a very different form of personalization.
Consider a book-reader (Linus) revisiting the amazon.com website; a greeting
prompts ‘Welcome back Linus.” After Linus selects a book for purchase, the web-
site skips the questions for credit card and shipping address when processing the
order. This is presumably because the answers to these parts of the interaction
are being reused from a previous session. Admittedly, this is a useful form of
personalization.

Book Selection:
if (Mystery)
if (Harry Potter)

else if (Science) Book Selection:

if (John Nash) if (Mystery)
--------- if (Harry Potter)

Payment:

if (MasterCard) else if (Science)

......... if (John Nash)

Shipping Options:
if (Fedex)

Fig. 5. (left) Default interaction representation experienced by Amazon users. (right)
Interaction representation experienced by Linus. Lines such as ‘Payment:’ are com-
ments intended to show program structure.

Fig. 5 shows two representations, the default representation seen by Amazon
users and the representation experienced by Linus. It is as if the site has per-
formed some ‘free’ partial evaluations just for Linus! According to our original
definition, both representations are personable for Linus’s activity but Linus has
to provide two extra pieces of information with the representation of Fig. 5 (left).
Per EBG terminology, we say that there is a difference between them in terms
of operationality. Operationality deals with the issue of whether the site should
remember Linus’s credit card and payment information or whether it should
require Linus to supply it during every interaction. This dilemma is actually at
the heart of EBG.
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3.1 Using EBG

Before we study EBG in more detail, we will make some preliminary observa-
tions. The above dilemma is actually a dilemma for the designer of the personal-
ization system and reduces to the problem of identifying templates of interaction
for users. A template — such as the returning customer template — defines a
starting point for a user interaction and identifies the program variables that can
be involved in the interaction. The tradeoff in designing templates is between the
partial evaluations performed by the site (in the template) before the interaction
begins and the partial evaluations conducted by the user during the interaction.

We can appreciate the difference by considering more users than just Linus.
If the design is set up so that the site performs most of the partial evaluations,
then a lot of templates will be needed to support all possible users. Each tem-
plate provides a considerable amount of personalization but every user has to
determine the right template for his interactions. A mushrooming of template
choices can cause frustrations for users. Conversely, we can attempt to reduce
the number of templates but then some users might find that there is no tem-
plate that directly addresses their information-seeking goals. They might then
proceed to use a default vanilla template such as Fig. 5 (left) (assuming that
it is supported). Such users may be able to satisfy their goals but will expe-
rience longer interaction sequences and a not-so-personalized interaction. The
trick is to compress many intended scenarios of interaction into a few template
structures.

EBG is a systematic way to cluster the space of users and to determine dense
regions of repetitive interactions that could be supported. In Amazon, one impor-
tant distinction is that made between returning customers and new customers.
The top-level prompt at the site makes this distinction (this is automated with
cookies) and transfers are made to different interaction sequences.

How and why did Amazon decide on these two templates? Why not a dis-
tinction such as ‘reading for pleasure versus reading for business or education?’
Or, ‘students versus professionals?’ Two issues are important here. First, given
a customer, can the right template be determined easily? Determining if a cus-
tomer is a new or returning customer is admittedly easier to automate than
determining if the person reads for pleasure! Second, the distinctions used for
templating interactions should translate into significantly different interaction
sequences. Else, the distinction is useless in practice. In the case of the returning
customer, for instance, Amazon can provide more personalized recommendations
and exhibit a greater understanding of the customer’s preferences and habits.
Balancing these considerations is a long-studied problem in EBG; it is interesting
that it surfaces in such a natural way in the personalization context.

At this point it should be clear that PE and EBG support different types of
personalization. While PE addresses the expressiveness with which a user can
supply partial information to the system, EBG addresses the expressiveness by
which the system exploits partial information about the user. While with PE
we assume that the user provides the partial information in the current visit,
EBG requires past navigation experiences to create ‘templates’ which are then
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Amazon Interaction
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Fig. 6. Explaining a user’s interaction as completing an information-seeking task
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Fig. 7. Different choices of operationality boundaries lead to different templates of

personalized interaction

operationalised. Hence EBG is more aligned toward the web mining approach
to personlisation [3], involving an offline model building and then an online
application of the model.

3.2 Operationality Considerations

EBG is an approach to reason from specific scenarios of interaction to general
templates of interaction that should be supported. A user’s unpersonalized in-
teraction with a web site is observed and a general template is derived from it.
The first step is to use a domain theory to explain the user’s interaction. For
our purposes, a domain theory captures the site layout, task models, browsing
semantics, and their role in information-seeking interactions. Explaining a user’s
successful interaction at a site with respect to the domain theory will help iden-
tify the parts of the interaction that contribute to achieving the personalization
objectives. DeJong [13] shows that an explanation can be viewed as a tree where
each leaf is a property of the example being explained, each internal node models
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an inference procedure applied to its children, and the root is the final conclusion
supported by the explanation (namely, that the scenario was an example of suc-
cessful interaction). The explanation tree is used to define a space of personable
representations. Searching within this space is the second step in EBG and is
called operationalization.

Consider that Linus first used the Amazon site to select a book about John
Nash (which he found by browsing through the Science section of the site),
paid with his Discover card, and chose Fedex to ship the book. Explaining this
interaction of Linus would lead to the proof tree shown in Fig. 6. The tree
shows how Linus satisfied the requirements of an Amazon interaction; in this
case, by satisfying the requirements for selecting a book, specifying a payment
information, and specifying his shipping details. Each of these sub-requirements
were in turn satisfied by particular interaction sequences. Operationalization
can then be thought of as drawing a cutting plane through the explanation
tree. Every node below the plane is too specific to be assumed to be part of all
scenarios. The structure above the plane is considered the persistent feature of
all usage scenarios and is expressed in the personalization system design. The
user is then expected to supply the details of the structure below the plane so
that the proof can be completed. Recall that since the proof below the plane
is provided by the user’s clicks and selections, it can be performed in a mixed-
initiative manner.

Fig. 7 shows three ways of drawing a plane through the tree of Fig. 6. The
top left really draws the plane at the level of an Amazon interaction, implying
that the site will capture no personalization aspects. Every detail is meant to be
supplied by the user in his interaction. It is not even assumed, for instance, that
the user will buy a book. This gives us the vanilla template that caters to all
users. The top right of Fig. 7 draws the cutting plane to include the selection of
the book as subsumed by the system, leaving the payment and shipping address
to be supplied by the user. This is obviously a very strange notion of opera-
tionality! The template resulting from this option would be appropriate only if
the same John Nash book is to be purchased over and over again with different
credit card and shipment options! The bottom slice of Fig. 7 is probably the
reasonable one where the payment and shipping options are subsumed by the
system, leaving the user to select the book. It recognizes the fact that in a future
interaction, the user is likely to purchase a different book.

Deriving a generalized template of interaction also depends on the class of
users it is intended to support. Is the template obtained from Linus supposed to
apply only to his future interactions or can it be applied to other users as well?
Once again, there is a tradeoff. For instance, if we have multiple users in mind
then Fig. 7 (top right) no longer looks silly. Implementing this template amounts
to creating a ‘If you would like to buy the John Nash book, click here to give
payment options’ link. Contrarily, Fig. 7 (bottom) would be strange here since
payment information and shipping details are not transportable across users.

After a template is derived, we have the option of explaining another user’s
interaction and deriving a new template, if this user’s interaction is not well



The Traits of the Personable 63

captured by the existing template. As mentioned earlier, we need to be careful
about an explosion in the number of templates if this process is repeated. Typi-
cally, the default vanilla representation is always retained as one of the templates
since there will be many users about whom the site has no prior information.

3.3 Domain Theories for Information-Seeking Interactions

Operationality is thus a matter of utility and an example corresponds to a sce-
nario of interaction. We can evaluate operationality choices by conducting us-
ability studies and determining the coverage of templates; example scenarios of
interaction can be obtained by observation and think-aloud protocols. But where
do domain theories come from?

While there is significant understanding of information-seeking interactions,
there are no large, pertinent, domain theories available for the studies considered
here. In [14], we handcrafted a domain theory for reasoning about interactions
at the ‘Pigments through the Ages’ website (http://webexhibits.org/pigments)
and used it with EBG to design a personalization system. Pigments is a web-
site that uses pigment analysis catalogs to identify and reveal the palettes of
painters in different eras and genres. The domain theory involved an explicit
crawl of the site and a ‘Background’ webpage at the site that outlined a schema
for how the website should be used. A group of 10 participants were identified
and, after a period of acquaintance, were asked to identify one specific query
(or analysis) and use the facilities at the site to answer their query. The exact
interaction sequences (including clicked hyperlinks, manual information integra-
tion) was recorded for all the participants and then explained using the domain
theory. This process revealed that starting from either artists, paintings, or eras,
the users systematically browsed through subcategories or compared palettes
to arrive at the relevant pigments (used by that artist, in the painting, or in
that era, respectively). Furthermore, all pigments share common modes of in-
formation seeking, such as browsing through their history of use, procedures
for preparation, and technical details of their chemical composition. We hence
operationalized the explanation structure(s) as two function invocations in se-
quence, the first to determine an appropriate pigment category, and the second
to browse through the entries in that category by various means. We thus arrived
at a single structure in support of all the 10 scenarios. This structure was then
evaluated with a set of 15 (different) users who provied 35 scenarios, all except
two of which passed our test. The two unrealizable scenarios involved ambiguity
of the query that required more contextual information than was modeled in our
study.

At the end of this process, there is some optimism that domain theories can
be prototyped for certain recurring themes of information-seeking interactions.
Besides supporting the construction of explanations, domain theories can help in
organizing software codebases for information system design. In other application
domains e.g., voice interface design and directory access protocols, this form of
codebase organization is already taking place. For instance, commercial speech
recognition APIs provide support for task-oriented dialogs (e.g., confirmations,
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purchase order processing) that make it easy to prototype applications. Such an
organization will greatly benefit the study of information personalization.

4 Personable Traits

I have presented two ways to think about personalization; both represent an
information-seeking interaction and exploit partial information to deliver a cus-
tomized experience. Together, they can help capture a variety of personalization
scenarios. The EBG viewpoint is more prevalent than the PE viewpoint because
the way EBG harnesses partial information lends better to implementation tech-
nologies. These observations point us to identifying the expressiveness in which
partial information can be utilized by and communicated to an information
system.

In Fig. 8, I identify seven tiers of personable traits along such an axis, from
most simple to most sophisticated. Alongside each tier is also listed the primary
way in which partial information is modeled and harnessed (PE or EBG or both).
In reading the following paragraphs, the reader should keep in mind that the
presence of EBG is a situation where the site knows something about the user
whereas PE captures a situation where the user conveys something to the site. It
should also be remarked that many of the personalization solutions surveyed here
do not have explicit EBG or PE leanings; it is only our modeling of interaction
that permits thinking of them in this manner.

Improving the Addressability of Information | |PE+EBG
Dialog Structuring and Management PE+EBG
Context Creation and Use PE+EBG

Abstract Interaction PE

User Profiling EBG

Flexible Interaction PE

Remembrance EBG

Fig. 8. Seven tiers of personalization, from simplest (bottom) to most sophisticated
(top)

Remembrance

This is an EBG mode of exploiting partial information and refers to the case
where simple attributes of a user are remembered, such as credit cards and
shipment options. Amazon is a prime example; Citibank Inc. used to provide
a toolbar that provided the same functionality. The partial information is thus
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being exploited in a per-user manner. Web sites that capture and summarize
simple form of interaction history (e.g., top 10 visited pages) also fall into this
category. Here, explanations from multiple user sessions are operationalized at
the leaf level into a single template. This enables a type of personalization that
is not specific to any user. For an EBG technique that can support this form of
specialization, see [15].

Flexible Interaction

This is a PE mode of personalization and supports simple forms of mixed-
initiative interaction. The partial information is expected to be supplied by the
user and personalization enhances the way in which it can be supplied. A good
example is websites that allow the provision of expected, but out-of-turn infor-
mation, such as in the US Congress application described earlier. Voice-activated
systems are more advanced than websites in their support for this type of per-
sonalization [16].

User Profiling

Our third tier is another example of EBG and is considerably more involved
than remembrance. Here, what the site knows about a user is not restricted to
simple attribute-value information but is actually a sophisticated model of prior
interactions. For instance, Amazon suggests ‘Since you liked Sense and Sensibil-
ity, you will also like Pride and Prejudice.” A user’s prior interaction is captured
and explained. The explanation is operationalized at the level of an internal rep-
resentation, to be used in a future interaction. This form of personalization has
become very popular and many machine learning techniques have been used to
induce the internal representation (e.g., to learn a profile of the user). Some of
these techniques are now very sophisticated and try to work with many implicit
indicators.

Abstract Interaction

Just as user profiling extends remembrance in an EBG mode, abstract interaction
extends flexible interaction in a PE mode. Here the partial information that a
user can supply is not restricted to values for program variables but can be some
abstract property of her interaction. For instance, the user could be interested
in movies that featured the lead actor in Titanic, but may be unable to frame
her partial information as ‘movies where Leonardo Di Caprio acted.” I am not
aware of any websites that provide such a functionality in any general way.
Transformation techniques for supporting such abstract interpretation are also
scarce (but see [17,18]).

Context Creation and Use

This tier of personalization involves both EBG and PE. An example is the shop-
ping basket at Amazon that allows a user to begin an interaction (PE) and save
the state of the interaction to be resumed later (EBG). When the user returns to
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the site, the shopping basket can be checked out by providing the payment and
delivery information. The ultimate goal of this tier is to use context creation ca-
pabilities to help stage interactions. In many cases such staging naturally breaks
down into a context creation phase and a context usage phase.

Dialog Structuring and Management

I have said that EBG and PE utilize partial information in different ways. How-
ever, if the operationality boundary is moved down, then information meant to
be supplied by the user becomes prior knowledge already known to the site. This
shows that ‘designing a personalization system’ versus ‘using a personalizaton
system’ is quite an artificial distinction. The former just corresponds to choosing
a level of operationality (a partial evaluation, of the domain theory), and the
latter corresponds to capturing user requests (again, via further partial evalu-
ations, in this case of the template). This argument leads to the equivalence
between EBG and PE established in [12]. This tier of personalization removes
the distinction between EBG and PE and the interaction resembles more a di-
alog, with all the associated benefits of a conversational mode. There are not
many websites that support such a tier of personalization but this problem has
been studied in other delivery mechanisms such as speech technologies [8].

Improving the Addressability of Information

The holy grail of personalization is to provide constructs that improve the ad-
dressability of information. Consider how a person can communicate the home-
page of, say, the AI Magazine to another. One possibility is to specify the URL;
in case the reader is unaware, the URL is quite lengthy. Another is to just say
“Goto google.com, type AI Magazine, and click the ‘I’'m feeling Lucky’ button.”
The advantage of the latter form of description is that it enhances the address-
ability of the magazine’s webpage, by using terms already familiar to the visitor.
This tier of personalization thus involves determining and reasoning about the
addressability of information as a fundamental goal, before attempting to deliver
personalization. All the previous tiers have made implicit assumptions about ad-
dressability. Solutions in this tier take into account various criteria from the user
(or learn it automatically from interactions) and use them to define and track
addressability constraints. Such information is then used to support personaliza-
tion. This helps exhibit a deeper understanding of how the user’s assumptions
of interaction dovetail with his information-seeking goals. The first steps toward
understanding addressability have been taken [19]. However, the modeling of
interaction here assumes a complete information view, rather than partial infor-
mation.

5 Discussion

My view of personalization is admittedly a very simple one. It only aims to cap-
ture the interaction aspects underlying a personalized experience and not many
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others such as quality, speed, and utility. For instance, Amazon’s recommender
might produce better recommendations than some other bookseller’s but if they
have the same interaction sequences, then the modeling methodology presented
here cannot distinguish between them. The contribution of the methodology is
that by focusing solely on modeling interaction, it provides a vocabulary for rea-
soning about information-seeking. One direction of future work is to prototype
software tools to support the types of analyses discussed above (in a manner
akin to [20]).

While I have resisted the temptation to unify all meanings of the word ‘per-
sonalization,” I will hasten to add that EBG and PE are only two ways of har-
nessing partial information. Any other technique that addresses the capture,
modeling, or processing of partial information in the context of interactions will
readily find use as the basis for a personalization system. The operative keyword
here is, thus, partial. A long-term goal is to develop a theory of reasoning about
representations of information systems, especially as pertaining to information-
seeking [21]. The ideas presented here provide a glimpse into what such a theory
might look like.
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Abstract. Numerous studies have demonstrated the effectiveness of personali-
zation using quality criteria both from machine learning / data mining and from
user studies. However, a site requires more than a high-performance
personalization algorithm: it needs to convince its users to input the data needed
by the algorithm. Today’s Web users are becoming increasingly privacy-
conscious and less willing to disclose personal data. How can the advantages of
personalization (and hence, of disclosure) be communicated effectively, and
how can the success of such strategies be measured in terms of improved
personalization quality? In this paper, we argue for a tighter integration of the
HCI and computational issues involved in these questions. We first outline the
problems for personalization that arise from the combination of users’ privacy
concerns and sites’ current policies of dealing with privacy issues. We then
describe the results of an experiment that investigated the effects of changes to
a site’s interface on users’ willingness to disclose data for personalization. This
is followed by an overview of studies of the sensitivity of mining algorithms to
changes in the availability of these types of data. Based on this, we outline a
research agenda for future evaluation studies and user agent design.

Various personalization systems have been developed in recent years and their bene-
fits described [26, 27]. Personalized systems require data about individuals to success-
fully adapt to the user. However, users are getting more and more concerned about
their privacy. A meta-study of 30 surveys has shown that Internet users strongly dis-
like the collection and use of personal data [45]. These privacy concerns represent a
major impediment for a more wide-spread use of personalization [29] and user-
adaptive e-commerce [14]. Yet, current Web privacy statements are typically written
in a way that seems as if site operators do not want users to read them: whereas 76%
of respondents indicated that they find privacy policies very important [16], it has
been found that users hardly pay any attention to them."
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This situation has left site operators and researchers wondering how to better com-
municate their data collection policies and the advantages arising from them. In this
paper, we address this question from an evaluative and instrumental perspective. In
Section 1, concerns from a selection of consumer privacy surveys are highlighted. We
then outline factors influencing users’ data disclosure behavior, which in return may
impact the quality of personalization results. Section 2 describes the results of an
experiment that suggests an influence of a site’s communication design on users’
willingness to share data. Section 3 then takes a more computational viewpoint and
discusses quantitative methods of measuring the influence of data availability on per-
sonalization quality. Data availability will be operationalized in terms of levels of
identity disclosure. The results also show that the availability of data interacts with
the personalization algorithm chosen and with site characteristics.

While personalization algorithm and site characteristics are the site operator’s
decision parameters, the availability of data is the user’s decision parameter. A more
user-oriented evaluation methodology will represent a shift in emphasis and require
changes in methodology. Thus, in Section 4, we conclude by outlining requirements
for the design of evaluation studies and site-user interfaces. In particular, we propose
that an increased level of transparency of how a user’s data provision affects recom-
mendation quality will prove beneficial for both users and sites.

This work has implications for privacy research and practice, especially for
managers of personalization sites. Moreover, it highlights links between HCI and
computational aspects of personalization and suggests further work in the develop-
ment of privacy-preserving personalization systems.

1 Problems for Personalization That Arise from Users’ Privacy
Concerns and Sites’ Current Policies of Dealing with Privacy
Issues

Privacy concerns are a severe drawback to personalization. In this section, we
describe data categories relevant for personalization and a selection of findings from
consumer studies to give an insight into current user concerns.

1.1 A Categorization of Data Used for Personalization

Personalization requires two types of knowledge: individual-user information, i.e.,
knowledge about the user to whom a recommendation is to be made, and background
knowledge about what to recommend based on the individual-user information. The
first type of knowledge consists of the (potentially personal) data that the individual
user discloses; the second type consists of (i) information about the product catalog
and business rules (e.g.: if a user is interested in action movies, recommend
Terminator to him) and (ii) patterns derived from historical data (e.g., ratings given by
previous users; site navigation patterns). This distinction is reflected in Kobsa, Koene-
mann, and Pohl’s [27] classification into user data, usage data, environment data (all
concerning the individual user), and usage regularities. The P3P classification can be
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regarded as a further refinement of this idea. The Platform for Privacy Preferences
(P3P) [12] provides Web site managers with a standardized way to disclose how their
site collects, uses, and shares personal information about users. It provides several
pre-defined rypes of data. It specifies a “data schema” describing sets of ‘“data
elements”, which are specific items of data a service might collect online. For
example, it differentiates data categories such as “physical contact information”,
“unique identifiers”, “purchase information”, “computer information”, “navigation
and click-stream data”, or “demographic and socioeconomic data”.

Since background knowledge relies on individual-user information, in the follow-
ing we will concentrate on the subclasses of individual-user information. Table 1
shows them, adding the types of data disclosed when typical shopping dialogue
questions are asked (used in, e.g., [42, 45]).

A closer look at user perceptions and concerns reveals that a further criterion needs
to be taken into account for classifying data. Investigating the concerns of the “prag-
matic majority” [2] of users who exhibit a medium degree of privacy concerns,
Spiekermann, Grossklags, and Berendt [42] found that one group were particularly
concerned about disclosing aspects of their identity, while others were particularly
opposed to revealing a personal profile. This distinction groups data across the previ-
ous classifications, as shown in Table 1. The resulting complexity indicates that an
analysis of privacy concerns and their effects on personalization should start by focus-
ing on specific subclasses of these concerns.

Table 1. Subclasses of individual-user information

Data Identity Profile
1. User data [27]

1.1. Demographic and socioeconomic data [12] X

1.2. Physical contact data [12] X

1.3. Product- or usage-related preferences; ratings X

(e.g., [42, 45]; collaborative filtering approaches)

1.4. Personal preferences X
(e.g., [42,45])

2. Usage data [27]
2.1. Navigation and click-stream data [12] X
2.2. Unique identifiers, e.g., cookies [12] X

3. Environment data [27]

3.1. Computer information [12] X (cf. X [42]
Section 3.1)

1.2 Privacy Concerns and Perceptions of the Privacy-Personalization Tradeoff

Using the categorization introduced in the previous section, Table 2 shows the results
of a recent meta-study [45].
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Table 2. Consumer privacy concerns and affected data categories

Consumer Concerns

Data categories affected

Internet Users who are concerned about the Demographic and User data
security of personal information: 83% [15], 70%  socioeconomic data,
[191, 84% [18] physical contact data
People who have refused to give (personal) Demographic and
information to a Web site: 82% [14] socioeconomic data,
physical contact data
Internet users who supplied false or fictitious Demographic and
information to a Web site when asked to register: socioeconomic data,
34% [141, 24% [18] physical contact data
People wanting businesses to seek permission Demographic and
before using their personal information for socioeconomic data,
marketing: 90% [40] physical contact data
People who are concerned about tracking on the  Navigation and click-stream  Usage
Internet: 60% [15], 54% [18] data, computer information  Data
Internet users who say they set their computer to  Unique identifiers
reject cookies: 25% [14], 3% [15] (31% in
warning modus), 10% [18]
Users uncomfortable with tracking across Navigation and click-stream
multiple Web sites: 91% [22] data, computer information
Internet users who delete cookies periodically: Unique identifiers
52% [37]
Users uncomfortable with schemes that merged  Physical contact data, User data,
tracking of browsing habits with an individual’s ~ Navigation and click-stream  Usage
identity: 82% [22] data, computer information  Data
People who are concerned if a business shares All All

their information for a different than the original
purpose: 91% [38], 90% [40]

Although consumers are concerned about data collection, several surveys indicate
that users would provide personal information more willingly in return for personal-
ized services:

e  Users would provide, in return for personalized content, information on their
name (88%), education (88%), age (86%), hobbies (83%), salary (59%), or
credit card number (13%) [15].

e 27% of Internet users think tracking allows the site to provide information
tailored to specific users [18].

e 73% of online users find it useful if a site remembers basic information such
as name and address [37].

e People are willing to give information to receive a personalized online
experience: 51% [37], 40% [40].

Further user studies have shown that consumers are in general more willing to
share personal information in return for benefits (e.g., [21, 48]).

1.3 Variables That Influence Users’ Privacy Concerns

The cited studies demonstrate that users are highly concerned about their privacy
when interacting online but would disclose personal information in return for
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personalized content. In order to address this trade-off, one has to consider several
key factors that influence consumers’ willingness to share personal data, in particular:
general privacy attitudes about data collection of specific data types (cf. [2, 42]), site
reputation (cf. [17, 47]), types of data collected (cf. [2]), purpose of data use, recipient
of data [12] as well as the design and presentation of personalization benefits and
privacy policies (cf. [25, 36]).

In the following, we will consider privacy attitudes and site reputation as variables
that cannot be modified by a site operator in the short-term.

The types of data necessary to personalize a Web site are to a large extent specified
by the personalization algorithms; in the following, we will treat them as constant.
(However, sites should and do consider findings on the relative willingness to disclose
these data in their choice of algorithms.)

The purpose of data use is decisive for a user to provide personal information.
Studies found that users would more willingly share personal data for Web site
administration than for marketing contacts. P3P defines twelve usage purposes such
as “site and system administration”, “one-time tailoring”, “pseudonymous analysis”,
“individual analysis”, or “contacting visitors for marketing of services or products”.
For the present investigation, personalization (or “tailoring”) is the primary purpose.

Users’ willingness to disclose data is also influenced by the recipient of their data.
For example, studies have found that users are less concerned about data sharing
when they interact with a government rather than with an e-commerce site [10]. We
consider the user’s attitude towards the data recipient as another external factor that
cannot be influenced directly in the short-term.

A factor that is certainly under the site operator’s control is the design